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Executive summary

The purpose of this document is to help storage administrators and other IT professionals use SAN Headquarters to
monitor PS Series SANs. Real-world examples are used to provide performance-analysis techniques and methods.

SAN Headquarters provides exhaustive monitoring for performance and health of the PS Series groups. In addition,

enhanced automation allows for proactive collection of diagnostic information for Dell™ support analysis and problem
resolution.

This document also highlights the many benefits of Dell PS Series storage arrays, including:

e Simplified management of storage resources

e Comprehensive protection of data resources

e Load balancing and performance optimization of storage resources

e Advanced integration with server applications and operating systems

Acknowledgements
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SAN Headquarters overview

SAN Headquarters (SAN HQ) is a client/server application that runs on Microsoft” Windows Server®. It monitors one or

more PS Series groups and uses SNMP to query the groups. SAN HQ collects data over time and stores it on the server

for retrieval and analysis. The client connects to the SAN HQ server, formats and displays the data in the graphical user
interface (GUI). Analyzing this data can assist in making decisions to improve performance, reliability, and allocation of
resources.

In addition, SupportAssist is included with SAN HQ to provide diagnostic collection, upload, and analysis of PS Series
arrays.

SAN HQ provides the following functions:

Performance

e Improve performance by identifying bottlenecks.

e  Obtain comprehensive information about group performance based on latency, IOPS, 1/0 rate, 1/0 size, and
other data.

e View real-time data for group member or volume I/O and save the results for future analysis.

e Quickly be informed of hardware-, capacity-, and performance-related problems.

e  Monitor group performance data from multiple servers from a single SAN HQ Client.

Operations

e Allow multiple administrators to access and monitor the same performance data.

e  Configure the SAN HQ Server to send SNMP notifications to an SNMP management console.

o Display Dell customer support cases created from SupportAssist diagnostic uploads and traditional support
calls.

e Launch the Dell Storage Update Manager tool to update controller firmware, disk-drive firmware, and
language packs.

e  Obtain an automatic weekly update of the SAN HQ local repository, including newly supported disks and
hardware, used for estimated IOPS calculations. This local repository is also used to verify member
configuration and disk-drive support. You can also choose to update the local repository manually at any time.

e View 512 byte or 4 Kb disk sector size for each disk per member and for each volume in the group.

e Display space consumed by recoverable volumes in the recovery bin.

e Report delegated space for replication allocated by a secondary group to a primary group in multiple pools.

e See the number of Ethernet ports with active and inactive Data Center Bridging (DCB), and the number of
ports incompatible with DCB.

e  Specify favorite views.
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Analysis

e Determine how the group is performing, relative to a typical I/0 workload of small, random I/O operations.
This information helps determine if a group has reached its full capabilities, or whether the group workload
can be increased without impacting performance.

e Allocate group resources more effectively by identifying underutilized resources.

o Apply different RAID policies for a group, pool, or member to analyze the performance benefits and determine
the reliability of your current RAID policy.

e View the percentage of all TCP segment packets sent by the member port.

e Visualize synchronous replication volumes and NAS volumes.

e Visualize data for groups configured for snapshot and replication compression.

e Visualize storage pools with storage containers comprising one or more VMware® vSphere® Virtual Volumes™
(vWols) mapped to a virtual machine (VM). For each vVol, list the connected vVols, identify the vVol type, and
report capacity information and 1/O performance.

e Show detailed space borrowing statistics including volume snapshots borrowing from replica reserve and
delegated space; and replicas borrowing from other from other replica reserves, delegated space, and
snapshot reserve.

e Preserve group performance data for later analysis by creating archives.

e  Create customized reports of group performance data.

e  Export performance data to a spreadsheet.

Notification

e Set and display threshold criteria for performance and capacity alerts.

e Quickly be informed of hardware, capacity, and performance-related problems.
e View events, audits, and group alerts.

e Receive email notification of alerts.

Support

e Deploy Dell SupportAssist for diagnostic data collection on a weekly basis, on-demand as needed, or when
critical events occur. Diagnostic data collections are automatically uploaded to Dell Support for analysis; if you
disable automatic uploads, the data is encrypted and stored locally.

SAN HQ does not disrupt access to group storage or degrade performance on the hosts or groups.
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1.1 SAN HQ architecture

SAN HQ uses a client/server model which includes:

SAN HQ Server: This is the server which runs the Monitor (EQLxPerf) service and communicates to the PS Series groups.
SNMP requests are issued to collect configuration, status, and performance data. In addition, a syslog server may be
configured to log hardware alarms or performance alerts (syslog is typically the same IP as the SAN HQ server and is
configured in the PS Series Group Manager CLI or GUI).

SAN HQ Client: This provides a GUI for managing the SAN HQ environment and viewing data collected by one or more
SAN HQ servers. A SAN HQ Client accesses the log files maintained by the SAN HQ Server and formats the group data
into tables and graphs. You can run the SAN HQ Client on multiple computers.

SAN HQ stores the data in group log files. Computers running the SAN HQ client access the files and display the data in
the SAN HQ GUI.

Monitor

e client o

Monitor o Monitor

client Log client
files

Monitor service
€ syslog server

1
v v

=== ==

Groupl Group?2

Figure 1 SAN HQ architecture

Element Description

1 The computer running the Monitor Service issues a series of SNMP requests (polls) to each group for
configuration, status, and performance information. The Monitor Service also includes a syslog server
to which a PS Series group can log events.

2 When the first set of SNMP requests returns from a group, the Monitor Service stores this baseline
information in the log files for that group. The Monitor Service issues subsequent SNMP requests at
regular intervals of time (default: two minutes).
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Element Description

To obtain a data point, the Monitor Service averages the data from consecutive polling operations.

After a year (by default), the SAN HQ Server overwrites the oldest data.

3 Each computer running a Monitor Client accesses the log files maintained by the Monitor Service and
displays the group data in the SAN HQ GUI.

Note: The computer running the Monitor Service also has a Monitor Client installed.

1.2 SupportAssist architecture

SupportAssist is an optional component of SAN HQ that enables you to collect and optionally upload PS Series group
configuration diagnostic data to Dell Support for analysis and diagnosis. SupportAssist is bundled with every SAN HQ
Server and configured from the SAN HQ Client. In order for SupportAssist to be enabled all groups need at least PS
Series Firmware 6 and SAN HQ 2.5.

1.2.1 How SupportAssist Works

SupportAssist communicates directly with a PS Series group to collect diagnostic data. When the data collection
completes, SupportAssist automatically uploads the data to the Dell Support data center.

Data transmission occurs in any of the following ways:

e Weekly: This is according to a user-specified day and time.

e Event driven: This occurs whenever SAN HQ receives a critical event notification through the syslog
mechanism from a PS Series group. Event-driven data collections occur once every 24 hours. If multiple critical
events occur during the 24-hour period, events are reported but no additional data collection occurs.

e On-demand: This is user-driven on an as-needed basis. You can run an on-demand data collection from the
SAN HQ Client.

Diagnostic data uploaded by the SAN HQ Server enables Dell Support personnel to easily view the data when working
on a support case. Dell Support contacts you only regarding issues discovered when analyzing the data collected by
SupportAssist or when you specifically request support.

SupportAssist does not fully replace the E-Mail Home feature or the pssdiag script for diagnostic reporting to Dell
Support. Instead, it reduces the need to use these reporting methods on a frequent basis.
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Figure 2 SupportAssist components and process
Element Description
1 PS Series group at Site A (blue) and Site B (green)
2 PS Series SAN arrays
3 SAN networks (orange)
4 LAN networks (purple)
5 SAN HQ servers
6 SAN HQ clients
7 SSL Internet links
8 Internet
9 Secure SupportAssist web server
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Element Description

10 Dell data center firewall

11 Dell Support and other departments

1.3 Information provided by SAN HQ

1.3.1 All Groups Summaries
SAN HQ allows for monitoring of multiple PS Series arrays and provides summary information across all the groups
monitored (Figure 3).

To view this information, click All Groups Summary in the Servers and Groups tree.

®® citcal ‘ >
e Warning r@
e Caution

@ Information

Alerts Summary Capacity Summary SyncRep Summary

Hardware / Firmware Summary Volume Capacity Summary

Display Outbound Replication

. information gathered from the
mast recent SAN Headguarters
poll of each group.

Figure 3 All Groups Summaries

Note: All summary information is refreshed and averaged over the refresh period, which is typically two minutes.
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Group information

Once an individual group is selected, the informational dashboards shown in Figure 4 are available:

Servers and Groups L]

-#=4 SAN HQ Servers
=-E&f Default Server
-3 All Groups Summaries
L:_|_ CFROU1PS6610ES
- @ Capadty

--gffj Inbound Replicas

----- 8 Outbound Replicas
b Recoverable Volumes
------ &% Space Borrowing

----- i Combined Graphs

----- I Events / Audit Logs

(SR e
- @ Live View Sessions

------ & Experimental Analysis

@ RAID Evaluator

-J= I5CSI Connections
El-'. Metwork
‘..l Ports

Figure 4 Available functions by PS Series group

Details for each selection are provided in the document, Dell EqualLogic SAN Headquarters Version 3.1 Installation and
User’s Guide, available on eqlsupport.dell.com (login required). This document focuses on several panels to illustrate

methods for analyzing PS Series data.

Exporting data

SAN HQ enables data to be exported in csv format for one or more monitored groups. Open the csv file in a tool such as
Microsoft Excel® for external analysis. Specify the time range, groups, pools, members, volumes, network ports,
replicas, and disks when exporting the data.

Archiving data

SAN HQ allows data to be archived for one or more monitored groups. This enables you to use SAN HQ to view and
analyze the archived data offline, without needing access to the monitoring service.

You can also archive data to preserve detailed data for a particular time period.

Typically, a data archive is more valuable than exported data when working with Dell support to resolve issues since
the archive retains the original view of the data for offline analysis.
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1.5.1

Normally, each SAN HQ Client connects to the monitoring service to obtain and format the latest group performance
data. Archiving the data allows you to analyze data when the SAN HQ monitoring service cannot be accessed.

For example, if you start SAN HQ, but do not have access to the monitoring service, simply choose Ignore when
launching SAN HQ, as shown in Figure 5. This allows SAN HQ to start in offline mode and then import archive files.

Dell EqualLogic SAM Headguarters

The application is unable to access all of the log directory paths. Please verify that the log directory paths shown are correct. If a directory is
a network share, check to make sure that the network connection is working and that you have the appropriate privileges to access it.

| Directory Reachable | Action |]
+ Unreachable Retry

m Server E | Server Version | Log Directory

Default Server 3.0,9000,7339 W10, 124, 4, 234 \Monitor

Figure 5 Click Ignore to continue in offline mode

Importing data
To open an archive, select SAN HQ, > Open Archive from the SAN HQ menu bar. A new SAN HQ session appears with

the data from the selected archive file. The data can be viewed and analyzed as if it were connected to the monitoring

service.

Dell EqualLogic SAN Headguarters

Settings  Reports Favorites

£4dd New Group

% | Add New Server

All Groups Summaries

Create Archive Thess views are used to display across groups data based on a selected view critsria,

3
i
|C3 Open &rchive

@ Export All Graup Data

Exit

Servers and Groups

Settings

Supportassist

Help N

Click Open Archive to view and analyze SAN HQ data offline

Figure 6

Note: Most of the examples in this document use the Open Archive method.
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Using SAN HQ to find performance bottlenecks

SAN HQ is designed to help identify hardware bottlenecks within the PS Series infrastructure. Many factors should be
considered when troubleshooting or isolating the root cause. Hardware issues or misconfigurations should be
identified and eliminated first.

The Dell Storage PS Series is well suited for highly virtualized iSCSI connected environments. Configure the network
according to Dell best practices for PS Series iSCSI networks. More information is available in the PS Series
Configuration Guide.

PS Series arrays provide a virtualized architecture which enables maximum utilization over all disks in the pool.
Volumes will spread across the pool boundary of disks and provide for the aggregate I/0 and capacity.

SAN HQ exposes the different layers of virtualization and helps maximize resource utilization and troubleshoot
bottlenecks.

General performance considerations

There are several opportunities for performance issues within data processing infrastructures. Hosts may have
processor or memory saturation limits. Applications may have long running queries or low tolerance for latency. When
focusing on the hardware and virtualized stack, the most crucial component is the application’s ability to access data.
That data may reside on mechanical spinning disks, which in comparison has a significantly higher access time than the
servers’ main memory (DDR RAM). The relationship of access to different hardware stores is generally illustrated in
Figure 7.
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Memory ’
CPU

NanoSeconds (ns)

Data Request
Millisecond (ms) <

Milliseconds (ms) t l

Microseconds (psecs)

Figure 7 When observing latency relationships between components, DDR memory is much faster than spinning
disks

Looking at the previous figure, all resources should be understood from a utilization perspective. If the server has
saturated processors or memory, latency suffers overall. However, if the overall acceptable response time to and from
the storage subsystem is more than the application's tolerance, the disk should be the focus of the investigation.

Understand the PS Series scope of monitoring

Storage subsystems have improved volume latency by aggregating disks together which effectively scales the total
amount of disks in the set. For PS Series storage, disks are logically grouped together in pools which aggregates all the
disks in that pool to support the application's need for data. For instance, a single 15K disk capable of 180 IOPS will be
able to provide near 3960 IOPS in a 22-disk set (22 x 180). This aggregate capability of multiple drives working together
is the basis for determining the overall potential of a storage subsystem.

Since the PS Series arrays protect disk sets with RAID, the actual supported host IOPS is less than the disk IOPS
(sometimes referred to as backend IOPS). For the purpose of designing a solution or troubleshooting an existing
solution, the overall backend IOPS and host-sourced IOPS needs to be fully understood. For example, an application or
volume showing 1,000 IOPS at 50 percent reads may actually be pushing 2,500 IOPS to a RAID 50 protected set of disks
(500 writes x 4 + 500 reads).

SAN Headquarters is ideal for monitoring both the application IOPS requests as well as the actual IOPS to the disks as
depicted in Figure 8.
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E\ /E O Permen.stat ete

Ethernet
SAN fabric 3
3
EE E a Pools
Storage pool SAN .HQ.
monitoring
>Groups
Members
EEEE EEEE
TR e 1 J J
Automatic and transparent
load balancing across arrays
Figure 8 Performance and monitoring relationships: SAN HQ monitors iSCSI SAN for PS Series groups

SAN HQ provides the resources needed to monitor and determine where bottlenecks may occur in the PS Series
infrastructure. Server resources attached to the SAN such as processor and memory consumption may be understood
using other tools such as Dell Performance Analysis Collection Kit (DPACK), Windows Perfmon, Linux iostat, or Dell’s
Foglight.

2.3 Performance analysis goals

For faster problem resolution, it is important to understand the overall goal before initiating a performance review.
Performance goal types

e Benchmark: Focuses on the common tests and the hardware differences between solutions; helps understand
the RAID configurations, virtualization differences, and disks types; and helps understand the criteria for
success.

e Diagnostics: Focuses on the context, times of complaints, or high latency.

e Planning or designing: Determines the additional load a current infrastructure may support or the appropriate
configuration for new workloads.

Performance metrics

e Input/output per second (IOPS): The measurement of actual units of work (based on 1/0 size) that are
processed by the subsystem. Randomness usually requires more mechanical movement in the case of spinning
disks.
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e  Throughput: Typically measured in megabytes per second (MB/s), this is the amount of bandwidth needed for
the application. This may be derived by multiplying the 1/0 size by the number of IOPS. Understanding
saturation points at the port level is important for high bandwidth needs.

e Queue depth: Indicates the number of requests that are lined up waiting on processing.

e Latency: The amount of time a request takes to arrive at the application. Typically, latency is the most telling
symptom of an issue.

Performance analysis overview

For the purpose of this document, the focus will be on the scope that SAN Headquarters provides. This will include the
storage virtualization layers, the IOPS to the volumes, pools, members and groups. In addition, the backend IOPS to the
actual disks within each member will be considered.

Hardware considerations

Hardware issues should be resolved appropriately and all connectivity should follow best practices. Documentation
that addresses best practices for switches, RAID selection, and advanced PS Series features is available on PS Series
technical documents and videos.

The following methodology may help you identify most PS Series storage performance issues:

e Review the overall environment.

e Compare the actual I/0O load to the expected theoretical maximum.

e Determine the actual saturation level of the disks by comparing the observed I/O with the rule-of-thumb
expectation.

e  Verify that there is ample capacity available for load balancing, snapshots, and reserve space.

The overall goal is to find the bottleneck that is contributing to unacceptable responsiveness.

Network considerations
When setting up switches and host NICs, following best practices for PS Series storage typically eliminates the network
as the source of a performance issue. Other issues will be apparent if the best practices are not followed.

TCP retransmits or other network issues may be avoided by following these practices:

e |solate iSCSI traffic.
e Enable Flow Control.
e Ensure all switches are interconnected.

- Non stacked: enable (LAGs) with rapid spanning tree
- Stacked: use uplinks

e Enable Jumbo Frames (optional).

Analyzing Dell PS Series Storage with SAN Headquarters | TR1050
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10Gbps iSCSI networks are capable of accommodating typical bandwidth requirements. The PS Series architecture
effectively aggregates all the ports to address additional throughput needs.

Servers

The server should be eliminated as the source of a performance issue from a memory or processor perspective.
Although spinning disk access is much slower than memory access speeds, other factors that are non-disk-related still
need to be ruled out. For the highest availability and throughput, at least two NICs should be used. If Jumbo Frames are
enabled on the switch ports, the NICs should also have Jumbo Frames of the same size enabled. In addition, the
appropriate Host Integration Toolkits should be installed on the Servers attached to the PS Series SAN.

Tuning considerations

PS Series storage is a virtualized self-tuning system. The architecture is based on virtualizing all the disks and allocating
volumes over those disks from within a page structure. This allows for appropriate data movement to equalize capacity
and relieve performance constraints. To tune a PS Series system, a pool may need to be expanded by adding a new PS
Series array, or volumes may need to be moved to other pools within a group. This is a fundamental design concept to
the peer storage architecture where each member or peer will have its own disks, processor, memory, and iSCSI ports
to support the capacity and workload in that enclosure. When a new PS Series array is added to an existing pool, all of
the disks begin to have the data spread equally for all of the volumes in that pool. Those volumes then benefit from the
additional capacity and the IOPS capability brought to that pool.

SAN HQ GUI navigation technique

In SAN HQ, many views are available and may be overwhelming with the amount of functionality available. This section
describes a technique to help identify the problem quickly.

Below are some of the recommended views to help you determine the problem:

e Combined Graphs: Provides overall view of IOPS, MB/s, latency, and capacity trends. Can be used to observe
possible issues, such as high latency, high-bandwidth needs, capacity availability, and resource counts such as
iSCSI sessions.

e Hardware / Firmware: Provides overall hardware and software configuration. Is used to observe the number
of pools, members, and RAID preferences.

e Experimental Analysis: A tool which should be used as a guide to provide the theoretical maximum IOPS
based on the speed of drives, type of PS Series array, RAID preference, and read/write pattern. The
assumption for this calculation is 8KB 1/0 size. Always review latency and actual disk IOPS and queue depth
before making changes based on the Experimental Analysis tool.

e Disks: This shows IOPS at the individual disk level and typically indicates the source for high latency.
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Table 1 General guidelines for IOPS per disk

Disk type Random IOPS per disk (8KB 1/0 size)

7.2K NLSAS 75-90

10K SAS 130-185

15K SAS 180-210

SSD Depends on 1/0 size Reads/Writes disk manufacture and model

I/0 per disk is dependent on many factors such as speed, interface, disk classification (enterprise or consumer), as well
as the distribution across each individual drive. Although Table 1 is a good reference, care should be taken into
consideration that the table is not used as an absolute. For instance, a 15K disk is capable of speeds over 300 IOPS with
good response time when the data retrieved is not fragmented.

For more advanced analysis, use the following view:

e 1/0 (all Volumes): Show all volumes and identify the ones with the highest latency, IOPS, MB/s for a possible
move to other resources, for instance, to another pool.

Note: Other views such as Network and Capacity are also necessary for additional details.

SAN HQ poll periods and I/O metrics averages

SAN HQ formats data in a way that can be read through various graphs and tables. The polling period is the sample that
is in the visible view of the charts. To select an interval in the chart, simply click anywhere in the chart. The interval
selected represents any averages which may appear in the tables under the charts or in summary areas next to the
panel.
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Figure 9 The sample period is from 06:00 to 13:00, while the summary (General Information) average is from the

single interval selected (08:13)

To find sample ranges for these averages, drag the mouse while clicking on the chart. To view information about the

interval period in a pop-up window, hover the mouse over any point in time on the graph. Both of these techniques are

demonstrated in Figure 10.
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ROUIPSE610XS PS6EE 10CIaims 1 550 400GE SAS 9,086.09 35,12MBfsec  1.20 ME/sec online
ROUIPSE610XS PS6610CIaIMms 9 55D 400GE SAS 9,085.67 35.11MBfsec  1.20 MEfsec online
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Figure 10  The interval span shows an average of all metrics over a span of an hour. Each interval in that span

represents a sample of 15 minutes and 43 seconds.

The range between 08:06 and 09:04 is averaged for the data in the table below the chart. If no range is selected, only
that interval's average is displayed in the table.

Note: It is important to understand the context for the averages of the polling periods as well as the sample intervals
when reviewing SAN HQ.
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3 Troubleshooting examples

Troubleshooting SAN issues using SAN HQ is easily demonstrated using examples. This section includes several issues
with possible resolutions.

3.1 Example 1: Over utilized pool

This example demonstrates how to use SAN HQ to identify performance issues and navigates through the following
SAN HQ panels:

e Combined Graphs

e Hardware / Firmware
e  Experimental Analysis
e  Disks

Navigation tip: In the left panel, click SAN HQ Servers > Group (TMProd in this example) > Combined Graphs.

Servers and Groups L3

EI--!':—'_. SAM HQ Servers

=-[8f Default Server
(-3 All Groups Summaries
=€) TMProd

- @ Capacity

----- il Combined Graphs

----- {5 Events / Audit Logs

- %% Hardware [ Firmware

; -3 Disks

5552 10

@ Live View Sessions

; & Experimental Analysis

- RAID Evaluator
kg SyncRep

=] i5C5I Connections
[ oy Metwork
{:? Favaorites

Servers and Groups

Settings

SupportAssist

Help

Figure 11 Navigation panel for SAN HQ combined graphs
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3.1.1 Example 1: Before
Performance concerns are easily identified from the Combined Graphs dashboard where overall performance, capacity
and trends are included in the display. For instance, if free capacity trends downward, then the focus on the volumes or
snapshots consuming the most space. If latency were high in relation to the application tolerance, understanding which
pools the members or volumes are taking the most resources from would be important.
Below is an example Combined Graphs panel showing latency exceeding 25 ms. Also important to understand is the
actual client experience in order to help associate application delays with the latency in SAN HQ. For instance, if a client
is complaining about responsiveness around noon, then that time period should be the focus of the analysis.
Servers and Groups « Available Data Jul 01, 12:05 - Jul 01,1251 L
= © ShowLatest 1hr &l Custom Selected Range  Jul 01, 12:05 - Jul 01, 13.26 [1hr 21m)
EI--!j SAM HOQ Servers T T T I T I 1 1 I
Eﬁ Default Server |:| ; . : . : 1330 1340 ‘3154
-2 All Groups Summaries
=€) TMProd Combined Graphs of All Volumes on Group - TMProd Showing data captured at 7 /1,/2015 13:15
[+ @ Capacity Group P
----- il Combined Graphs —
)] Ewents f Audit Logs Network & 1/0 Capacity
8 Hardware [ Firmware
i Disks A Read A wirite 4% Inbound Replication —#— Avg, Queue Depth I —%—Total —*—Inlze —* Free
o 40 -
@ Live Yiew Sessions = = g0 - =
Experimental Analysi: Sa I 'E_ E
RAID Evaluator oy 20 & E 30+ o
SyncRep = & o 5 o
-} 15C3I Connections o e o] o 5
[ Metwork
-7 Favarites = 1000 5
S 2000 2, o =
== Ehe 0 T T T T =
12:15 12:45 13:115
o - 7ilfz01s
40 o I I 12:30 13:00
a il =
- 1 Total Counts
. § 20 G
EE ':i—‘d —#—SCSI Connections —%— Snapshats
o i 150 )
30 4
5 100 I~
o 7 s0 3 — E
== =
?% 10 o T T T T =
e 12:15 12:30 12:45  13:00 13:15
0- 7i1}2015
g '] |
= TE' . Group IOPS ws, Avq, Latency
E os g
- ! oy
&8 = @
=y a | 5 2000 .
! a T T T T T T
£y 1] 5 10 15 0 25
z2 Avg. Latency ms
2=
@ Group Throughput vs. Latency
< m > = —
,,,,, &ﬁ‘ﬁ 10 ] = S [
Servers and Groups &2 E 2 -
et o
R i} ! ! ! . ! f T T T T T
Settings 1215 1230 1245 1300 1315 v 5 e
Supportassist 712015 Avg. Latency ms
Figure 12 Combined graphs view. Notice latency over 25ms.
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Observations: Latency is above 25ms. Total IOPS are shy of 3000 from the host, capacity and total iSCSI sessions are
ok.

3.1.1.1 Hardware and firmware details

For a more thorough understanding of the array configuration, the Hardware/Firmware panel provides details. In this
example, the Hardware/Firmware panel shows that two members each in their own pool. The default pool is in a RAID
6 configuration and contains a PS6210E with 7.2K 4TB NLSAS drives. The FASTPOOL15K is a new member added to the
group and contains a single PS6210XV with 15K 146GB drives in a RAID 6 configuration.

Dell EqualLogic SAN Headquarters - Archive: TMProd (10.

SAN HQ Settings

4= Back =p Forward - < Add New Server < Add Group \:-ﬂ New Window 'a Launch Group Manager 'e Launch Dell Storage Update Manager L Create Archive ., Print
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] Q Servers [ T T T T T T T g T R ] T T T T T T T
=-8j Default Server 205 12301235 230 1235 200,100 data s 54 days, 10 hours, 55 minutes okdgs 20, ses. i3
(-3 Al Groups Summaries
- TMProd Hardware for Group - TMProd Showing data captured at 7/1/2015 13:5
-l Capadty

-l Combined Graphs

4B Events [ Audit Logs
ﬁ Hardware / Firmware Disks Status Chart
: ,._a Disks { - TotalDisks g Falled Disks
s 1O 40 ~ )
9] Live Vi /1, Offling Disks
i [4] Live Yiew Sessions A !
i & Experimental Analysis| 20 A Online Disks
% RAID Evaluator o Spare Disks
SyncRep 12:10 12:20 12:30 12:40 12:50 13:00 13:10 13:20 13:30 1340 13i5n A Warning Disks
=] i5CSI Connections i 712015
- MNetwork (0.~
‘ﬂ? Favorites Hardware Information for all Members @ (7]}
Member | Pool Firmware ‘ Model ‘Stﬂhls | Service Tag | RAID Status ‘ RAID Policy ‘ ;’:ﬂ': | Disks | Disk Model g:l,"te“’"er Controllers | U
> | IMProd6210-1  default v8.0.3 (R412559)  PS6210  Onlne  8DWODZ1 oK RAID6 CN-O.. 24 72K4BSAS  TYPELS 2
F S —T— EASTPSE210%Y FASTPOOLISK  ¥8.0.3 (R411107)  PS6210  Onine B521CP1 oK RAID6 CNQ.. 24 15K14668SAS  TYPE 1S 2| ¢
Servers and Groups
Settings
SupportAssist 4l — .
Help [mmmmymmm(mmﬂ [E\tmlx (no events) (l}rﬁnﬂ thgg&mpmhasﬂaﬂthgs(hﬁnﬂ

® Connected-0 - Disconnected-1 |

Figure 13 Hardware/Firmware shows two pools each with a single member

The default pool contains the volumes in this example and the administrator is aware that only the default pool is
actively in use. The new array and pool were created for future use.

Note that all of the volumes are using the slower drives and additional resources from the new pool are available.

3.1.1.2 Experimental analysis

The Experimental Analysis panel shows the theoritical maximium IOPS based on groups, pools or members chosen. For
instance, when the group is selected, all pools I/O potentials are included in the display. This may be useful for
indicating the overall performance capability of the group in the case of multiple pools. However, in this case the Ul is

showing that the system is over the estimated maximum IOPS of the PS Series group even with the presence of the
unused pool.
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Figure 14 Experimental analysis of the group. The average IOPS is slightly over the estimated max IOPs.

The Experimental Analysis defaults to the Group I/0 view. The Hardware/Firmware displayed two pools that have to
be selected individually to view the current I/O and the estimated maximum IOPS. When the group is selected, IOPS
are only about 6% over the estimated maximum. If the 1/0 load could be more evenly spread out, the latency may be
reduced for certain volumes. First, analyze the utilization levels of the two pools.
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In the Experimental Analysis panel, select the default pool to further expose the issues.
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Figure 15 Experimental analysis of the default pool

The default pool shows that the current average I0OPS far exceed the estimated maximum IOPS by 3.4 times. Latency is
approximately 35ms for reads when observing this single pool. In this example, only the default pool has volumes
allocated.

The FASTPOOL15K is also a RAID 6 PS Series member however, it currently has no I/O as expected and shown below.
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Figure 16 FASTPOOL15K Experimental Analysis panel. Currently no IOPs to this pool.

When the Experimental Analysis panel displays the estimated maximum IOPS at the group, both pools are be included
in the averages for the performance metrics. The average includes the potential of both pools regardless of any actual
1/0 occurring. This is important to understand when observing the Experimental Analysis tool. These observations
show resources that are available in the FASTPOOL15K and the default pool is oversaturated from a theoretical
perspective. The next step is to confirm the saturation by observing the I0PS to each disk.
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3.1.1.3 Disks
The Disk panel shows the individual IOPS for each disk, providing clues to the I/O profile. Under normal operations, the
expected 1/0 rate from each disk is displayed. Disks that are over the expected IOPS, have high latency and queue

depth reveal an over utilization. Table 2 shows that the expected IOPS for each disk in the NLSAS drives is
approximately 85 IOPS/disk. The table data below the graph below shows that the IOPS/disk have exceeded this rule of
thumb.
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Figure 17 7.2K RPM Disks show over 430 IOPS for each disk
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The disks in Figure 17 are 7.2K 4TB NLSAS disk, which typically are considered 100% utilized at 85 IOPS/disk. The Queue
Depth on each disk is also indicating that disks may be waiting on results. A typical best practice is to keep the average
disk queue depth below 10.

Note: The table is only showing the averages for the selected time (7/1/2015 at 13:15). The graph will represent the
host IOPS while the table data shows the metrics to each individual disk.
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Conclusions for Example 1 — Over utilized pool

This default pool is over utilized based on the latency, observations from the Experimental Analysis and the fact that
the IOPS/Disk value exceeds the rule of thumb threshold. From these observations, it can be concluded that the
capabilities of these drives have been exceeded.

Two options can be explored for correcting the situation:

e  Move volumes to the unused FASTPOOLXV
e Merge pools

Example 1: Analysis of volumes to move

Since the example has one unused pool (FASTPOOLXV). One method to correct the over utilized pool is to move
volumes from the default pool to FASTPOOLXV. To determine the best candidates for moving, first view all the volumes
in the 1/0 panel by selecting Group in the menu, then Pool > default > all volumes in pool default. Sort the default
pool IOPS in descending order. For this example, the four volumes at the top will be moved to the FASTPOOL15K
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Figure 18 All volumes on Pool. Notice the table data showing highest IOPS by volume.

FASTPOOLXV contains a single PS6210XV in a RAID 6 configuration. Since this pool has a single member with 15K 146GB
SAS drives, available capacity should be considered before moving.

The SAN HQ Capacity panel displays the overall capacity of the default pool as indicated in Figure 19.
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Figure 19

Capacity for FASTPOOL15K shows 2.42TB of free space

Since these are small volumes (100GB each), the volumes can be safely moved to the destination pool. The Group
Manager GUI prevents the move if space is not available. For this example, analyzing the individual volume capacity is

not necessary since the entire space in use of the default pool is well below the free space in the FASTPOOL15 pool.

Moving the volumes with EqualLogic Group Manager

Volumes may be moved without interruption to other existing pools within the group. This allows applications to

benefit from the additional resources quickly. IOPS are sustained during the move by prioritizing the application IOPS

over the internal group operations (such as moving volumes).
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Figure 20 Volumes split between the default and the FASTPOOL15K in the Group Manager GUI

3.1.3 Example 1: After volumes are moved

After the volumes completed the move, the same performance test was run again to show the improvement. The
following graphs from the I/O panel show the improved latency as well as additional IOPS achieved by splitting the
volumes into the two pools.

33 Analyzing Dell PS Series Storage with SAN Headquarters | TR1050



Headguar

Dell EqualLogic

Figure 21

ings ts tes Help
4m Back =b Forwsrd v O Add e Server 0 Add Groun o Mew Window = Launch Group Manager = Launch Dell Storage Updiate Manager i‘ Create Archive o Print
Servers and Groups « Avalable Data Jul 01, 11:23 - Jul 01, 16:29 Last Poll Status 08:34 (Successhul )
= O Show Latest Lhe 4l Custom Selected Rangs  Jul 01, 11:29 - Jul 01, 18:23 (7he O] Nest Est., Poll Tme 0340
933 SAN HQ Servers T T T T T T T T T T T T T T T T T T T T T T T T T ]
= [&F Default Server Dm 146, J200 315 1230 1E48 NS00 1305 1830 13461400 ﬁug data is 14 hours 2I:lm|nutesuldﬁ 1600 16:16  16:30 1646 1700 1716 17:30 1746 18:00 13:1 [D
T All Groups Summaries
2@ ThPrad Showing data captured at 7,/1,/2015 16:5
® Capacity
ol Combined Graphs
iy E“E;‘“’”“‘:'t togs General Information @ Group /O ) ogthe  (© Standard Group /O Load Space Distribution
2 ”‘Zr ware | Firmware Readiwirite %: 70,0% [ 30...,
e o
b : A, —— High Load —— Medium Load —— Low Load
|1 15051 Conneetions Est. 1/O Load: Medium A Read A wite A Tnbound Replication #vg. Queue Depth igh Loa ledium Loa ow Loa
2 Network - -
<7 Favorites AverageI/0Size @ 0 ] =
Reads: 8.00 KE = 60
ow & s
wirites: 799K8|| == 4 ] = =
Inbound Replication: ~ 0kB|| 2 H in S0
wizighted Avg: 7.99 KB 20 4 =
- 20
o
000 -
Average IOPS [7) 0
Reads: 4,995,853 6000 7 100 4 -
n |
wirites: 219427 55 qonn | . =
Inbound Replication: of| == g 2
Tatal: 7,141.10 2000 o 604 5
3 &
5 2
o 5 40
] = £
3 ]
Average Latency [Z) v 30 ] 5 20
Reads: 15.81 ms £ &
Wirites: <1.0ms € 20 & L
Inbound Replication: ~ 0ms [=2-] = =
=501 ] 3
wisighted Avg: 11.10ms m 80 ]
o 7
0 3 60 4 &
&0 - ] ]
% 40
Average [/ORate @ g 5
Reads: 39,02 ME{sec QTE‘ 0 £ 20 ]
wirites: 67| T o
. 2% 20 4 A
Inbound Replication: 0 KBjsec|| 2 2 ol
Tatal: 55,75 MBjsec ,
04 =
- LR 3
15 E 5 E
] 5
Average Queue Depth @ || 2.5 10 ] g 540 &
g5g z -
..... Queue Depth: 1 z 38 < J B 354
Servers and Groups £
- o T T T = 0 T T T T T T T
Settings 1200 1300 1400 1500 16:00  17:00 1800 12:00 1300 1400 1500 1600 1700 18:00
E— FLfzons 7i12015

Group view from the 1/O panel showing the results of moving the volumes

The arrows in Figure 21 indicate the improvement made after moving the volumes to the new pool. The increase in
IOPS indicates that the pool had pent-up demand which was relieved by moving the volumes to the pool with faster

drives. In addition, a lower latency was achieved even with the higher 1/0 load.
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Figure 22
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Volume IOPS distribution after the move showing more I/0 activity to the FASTPOOL15K

Iterative process of moving volumes

Manually moving volumes to another pool is a technique which allows for appropriate placement of workloads based
on |/0O characteristics or business importance. This methodology may be an iterative process and to fully even the load,
several volume moves may need to be considered to balance the workload to the desired goal. An example of a second
move of the volumes based on their IOPS profile is shown below. Here, we moved volumes that needed more IOPS to
the FASTPOOL15K and ones with less of an 1/0 need to the default pool. The final result is that vmfs05, vmfs04 were
moved to FASTPS6210XV and vmfs01, vmfs06 were moved to the default pool.

Table 2 IOPS analysis for volume placement

Volume 10PS First Move Second Move
Vmfs02 1988 FASTPOOL15K NO

Vmfs05 1288 Default FASTPOOL15K
Vmfs04 1284 Default FASTPOOL15K
Vmfs03 958 FASTPOOL15K NO

Vmfs06 870 FASTPOOL15K Default
Vmfs01 750 FASTPOOL15K Default
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Figure 23 After the second volume move, the IOPS favor the faster pool.

3.1.3.2 Example 1 Move: Conclusion

This example demonstrated a method of associating the faster member to the higher workload. First, a few volumes
were moved and the activity monitored. As a result, the decision was made to move the volumes again according to
their new workload profile.
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314 Example 1: After merging pools

Merging the two pools simply allows the PS Series to virtualize all of the volumes across the aggregate spindles. The PS
Series will move data appropriately based on capacity between the resulting members. Typically, this is the simplest
method.

Notice the results are similar to moving the volumes to separate pools.
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Figure 24 Results after merging the two pools. Latency is below 20ms and IOPS increased to over 7000.

3.1.4.1 Example 1 - Over utilized pool analysis: Conclusion
This example touched on several key concepts for performance analysis and resolution. First we analyzed the array and
determined the disks in the pool are over utilized. Then we used some common techniques to help alleviate the
problem. The first method involved moving volumes while the second method simply takes advantage of the PS
architecture by simply merging two separate pools together.

Manually moving the volumes to a new pool is a more deliberate method which allows the administrator to control
where the volumes are placed. This method may be appropriate to meet business objectives. For instance, a marketing
department that funded the additional array wants the isolation guaranteed. The second method of merging members
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into a single pool simplifies administration and allows the array to optimize for performance and capacity. Both
methods have their merits and typically achieve very similar performance results.
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Example 2: Performance planning

As a storage administrator, planning for new workloads and correcting bottlenecks are frequent tasks. This next
example will demonstrate how a solution may be designed to adequately plan and correct bottlenecks. In this
situation, the first example of the over utilized pool is used to determine the best solution for fixing the performance
issues. First, the Experimental Analysis panel is used to indicate how many more IOPS are needed.

Calculate the IOPS shortage
Using the previous examples Experimental Analysis display before the fix, notice the estimated maximum IOPs for the
default pool.

| EstimatedMax IDPS @
I Masxirnurn: 991.67

Figure 25 Estimated maximum IOPS for the PS6210E with RAID 6

Also, notice the total average IOPS that represents all of the 1/0 arriving at the PS Series group.

Average 10PS (7]
Reads: 2,335.84
‘Writes: 1,010.18
Inbound Replication: 0
Tokal: 3,349.02

Figure 26 All IOPS for the PS Series group

To estimate the additional IOPS needed, subtract the total average IOPS (3349) from the estimated maximum IOPS
(991) to find the difference (-2358). So our goal is to accommodate the shortage of 2358 IOPs. These IOPs are
considered the total front-end IOPS needed.

Additional front-end IOPS needed = Total average IOPS — Estimated maximum IOPS

The delta we need to support is at least 2358 IOPS coming from the hosts at the same average, 70% reads and 30%
writes, with an 8KB 1/0 size. I/0 size is important since 8KB is the typical size that the rule of thumb methods use for
sizing. Next, determine the back-end IOPS (total disks IOPS).

The formula below shows how back-end IOPS are approximated.

Total disk IOPS = reads + (writes x write penalty)

Analyzing Dell PS Series Storage with SAN Headquarters | TR1050



3.2.1.2

40

The “write penalty” is the additional IOPS needed to protect the disks with RAID. Table 3 shows the values for the
available RAID policies for PS Series arrays.

Table 3 Write Penalty based on RAID

RAID Policy Write Penalty

RAID 10 2
RAID 50 4
RAID 6 6

Note: RAID Policy is defined on the PS Series member. The Pool may have multiple members at different RAID
policies.

For this example, a RAID 6 solution will be considered which has a write penalty of 6. Plugging in .7 to represent the
reads and .3 to represent the writes we get the non-reduced formula below:

Total disk IOPS = (2358 x 0.7) + ((2358 x 0.3) x 6)
=4480

The number of disks needed to support this workload will need to be determined. Pick 15K disks from the rule of
thumb in Table 1 (210 IOPS per disk). The last step is to divide the total disk IOPS needed by the rule of thumb IOPS per
disk.

Total disks needed = Total disk IOPS/Rule of thumb IOPS per disk

Note: The rule of thumb IOPS per disk value comes from a best practice formula that is based on disk seek latency,
drive speed, drive type and form factor.

Total Disks Needed = 4480/210
=22

Because we are using the PS6210XV (15K disks) in a RAID 6 (23 effective disks), this solution is appropriate.

However, consider the pent-up demand effects described below.

Pent-up demand

The IOPS per disk are within reason for 15K drives (210 IOPS). However, additional IOPS may be pending due to the
relatively high latency. Pent-up demand is difficult to predict and often requires further detailed analysis to find an
accurate model.

Actual results may vary. As seen in the first example, the load increased to near 7000 IOPS (vs. 3400 IOPS) while
maintaining a reasonable response time. Review the results in Figure 24.
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3.2.1.3 Example 2 - Performance planning: Conclusion

A new PS6210XV will have 24x15K disks and should be added to the group. The new member would handle the current
IOPS. However, the pent-up demand may indicate an additional member may need to be added to the pool. This sizing
methodology should be useful to help properly design a solution to meet the desired performance requirements.

3.3 Example 3: SQL application load example

For an application-relevant example, consider a Microsoft SQL load process. In this case, the application is simply
inserting data into new tables across multiple databases.

The Experimental Analysis panel below shows the load on the system. Notice that the estimated maximum IOPS
exceed the total average IOPS during this time line.

Next, observe the results to determine if there is a performance issue.
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Figure 27  SQL Insert commands loading tables show IOPS exceed the estimated maximum IOPS, however
performing with low latency

From the Experimental Analysis panel, the overall I/O load appears to indicate that this PS Series group is exceeding its
capabilities. However, latency is below 15ms. For this part of the application 15ms latency is acceptable.

The actual pressure on the disks should also be verified by clicking Hardware / Firmware > Disks as shown below. For
the time interval selected, the table data shows each disk is well below the rule of thumb maximum of 185 IOPS per
disk.
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Figure 28 Disk table data

331 Example 3 - SQL application load: Conclusion
Although the Experimental Analysis seems to indicate that the maximum capabilities of this array are being exceeded,
the actual workload latency and disk IOPS are within acceptable performance criteria. One of the goals of this example
is to show the importance of understanding that the estimated maximum IOPS should be used as a tool and validated
by reviewing latency and actual disk IOPS measurements.
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34 Example 4: Benchmark of Exchange

This example is from a Microsoft Exchange Solution Review Program (ESRP). From an analysis perspective, we want to
see how well the PS Series array handles a large mailbox configuration. This test typically pushes the limits of the
resources to show maximum efficiencies for the underlying solution.

The Combined Graphs show very distinct I/O patterns. One part of the I/O is significantly lower than the other. Latency

also appears very high for most of the sample.
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Figure 29 Initial view of the complete ESRP as shown in SAN HQ

However, from what is known about the ESRP mailbox rating is that the first part of the test and is the actual
application execution. The second part of this sample is showing IOPS during the database cleanup and is not part of
the ESRP certification criteria.

Focus on the relevant sample periods to be sure context is understood while reviewing the SAN HQ data. For the
purpose of this example, the time sample is selected to show only the actual ESRP workload test. This is accomplished
by shrinking the time range bar to include only the 9:00 AM to 11:00 AM period.
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Figure 30 Experimental Analysis shows latency below 14ms, steady IOPS of 900 and plenty of headroom from
estimated maximum IOPS

The adjusted view provides a more accurate overview of the I/0 load, and indicates a successful test. Also important is
the length of an interval period considered for the averages. The interval for each sample in this example is over six
minutes. If more granularity is needed, SAN HQ provides this with the Live View tool demonstrated in the next
example.
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3.5

Example 5: Live View

Live View allows for up to a 10-minute sample at one-second intervals. More precise sample intervals helps in difficult
troubleshooting scenarios, planning for new applications or just establishing a baseline profile of an existing
application. Live View sessions may also be saved for later analysis.

Using the Microsoft Exchange ESRP example to demonstrate the benefits of Live View, Figure 30 shows that the IOPS
are around 900 and latency averages are less than 9ms for both reads and writes.
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Figure 31 1/0 total for the ESRP tests

Live View for a single two-minute sample exposes a more dynamic |I/O pattern at the one-second interval average.
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Figure 32 Live View during the ESRP test shows the one second poll interval of latency and I/0

46

Analyzing Dell PS Series Storage with SAN Headquarters | TR1050



3.6
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This Live View sample shows I/O spikes of over 1000 and a few latency spikes. The latency spikes correspond to larger
1/0 sizes (as expected). In this case, Live View is providing a more detailed picture of the ESRP 1/0 profile. Although the
spikey behavior when shorter intervals are measured is evident, this does not necessarily represent a problem. More
accurately, these spikes should be considered when sizing to solutions close to the maximum capabilities of the array.

Example 6: Raid Evaluator

SAN HQ includes a reliability-modeling tool known as the Raid Evaluator. The Raid Evaluator provides expected relative
reliability based on the current RAID Policy and the expected performance with different RAID policy choices.

In the ESRP test, the administrator wanted to gain usable capacity by changing to a RAID 6 configuration. In order to
model this change the possible RAID Policy was changed to a RAID 6 from RAID 10 which is the current RAID Policy. This
provides the additional capacity and a higher relative reliability score since now two parity disks are available in the
event of a hard drive failure.
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Figure 33 RAID Evaluator showing higher reliability; however Possible Max IOPS are lower

Notice the right side of the dashboard models the expected possible maximum IOPS from a RAID policy change. Since
modifying the RAID policy from RAID 10 to RAID 6 would increase the number of writes to the disks, we would expect
the estimated maximum IOPS to be lower. See Table 3 for the write penalties based on RAID policy.

The RAID evaluator models the differences that RAID choices have on performance. Since RAID 6 requires more 1/O for
writes the maximum IOPS growth is -50% for the time interval selected. For this example, changing the RAID policy may
have an adverse effect on the performance.

Note: Verify the possible impact on performance before changing the RAID policy
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3.7

The example below shows a situation where choosing the more reliable RAID policy has little impact on the current
I0OPS. The difference between the current IOPS and the possible maximum IOPS allows for headroom even considering
the maximum IOPS for RAID 6 will be less than the RAID 50 policy.
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Example 7: PS Series hybrid performance

RAID Policy change improves the reliability and has little effect on the performance

The PS Series offers several models to meet the business, performance and budget needs. One high performing model
is known as a hybrid which offers high performance SSDs in combination with large capacity NLSAS drives intended for
less active data. The architecture uses an advanced page optimization methodology which exploits the faster drives to
accommodate the performance needs while utilizing larger drives for additional capacity.

The example below is from the PS Series PS6610ES hybrid array that includes both SSDs and NLSAS. Notice in the table

below the graph how the bulk of the IOPS are processed by the SSD drives.
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Servers and Groups [ .
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SupportAssist ROUIPSEEL... PSA.. 14 7.2K 2TB SAS 75.66 2,86 MB/sec. 460.53K... online 2,90 STZO0ONMODZ3 GEOA Z1X3EFTQ 512 Bytes -

Disk performance on the hybrid showing the SSDs performing around < 4000 IOPS while the NLSAS is near
76 10PS

Figure 35

The table below the chart shows the SSDs in excess of 3800 IOPS while the 7.2K SAS drives are near 75 IOPS per disk.
SAN HQ can be used here to view the placement of data in relation to the /O needs.

In the 1/0 panel, Group 1/0 Load Space Distribution data is represented according to its frequency of access to the

hybrid.
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Figure 36
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Group I/0 Load Space Distribution indicates around 62GB are high load pages, 6GB are medium load

pages and over 100TB are consider low load

The 1/0 panel displays the breakdown of high, medium and low load distribution. In this example, the highest load
needs are about 60GB of space and that is accounted for on the SSD drives. However, medium and low loads may also
exist on the SSDs; these may be moved to the 7.2K drives appropriately as determined by the Hybrid Advanced Page

Load Balancer algorithm. More information about the PS Series load balancers may be found at PS Series technical
documents and videos.
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Example 8: VMware vSphere Virtual Volumes

Starting with ESX 6.0, a new feature is available with VMware® vSphere® known as Virtual Volumes, or vols. This

feature is supported on PS Series firmware version 8 and later and SAN Headquarters 3.1 and later. vVols are different

from the traditional PS Series volumes and have their own views to show capacity and performance.

Information about SAN HQ vVols:

e Volumes are not associated with vVols they are a separate object type.
e |/O graphs show all the I/0 to the Group, Pool or member that has vVols.

e Containers have vVols and their associated
(.), data (.vmdk) and swap (.vswp).
e  Most application I/O is associated with the

files. Several file types are associated with a vVol including — config

data (.vmdk) files within a vVol.

e The minimum interval for vWols in Live View is 35 seconds.

vVol capacity may be viewed with SAN HQ in several ways:

e  Within the group Capacity panel, select Storage Container, VVols, or VMs to view the capacity attributes.
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_ﬁ Default Server |:| [ : ¥ : Log data is 17 hours, 48 minutes old, : : :
: -2 Al Groups Summaries
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iDaC: BOfF71Wing 1.000 o —8- Total ¥Ms Capacity
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Hardware | Firmware o
ERSS U] 0,600 2
= i5C51 Connections =] 5
& Metwark 0,400
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0,200
0,000 ; — | ; ; L
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6/17/2015
@ ¥¥ol ‘ Type ‘ Storage Container | Status | Snapshot Count  Reported Size
< m 3 > [ CE-wyol-01 Waol Config WWOL-CF Available 0 4,00 GB
""" CF-vyvol-01, windk, Wol Data  WWOL-CF Available 0 40,00 GE
Sl aid S CF-vvol-01-Baataa7c vswp Yol Swap  WWOL-CF Available 0 4,00 GB
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Supportassist
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Figure 37

Capacity of all vWol types within a vVol virtual machine (VMs)

e  From All Group Summaries navigate to Volume Capacity Summary (either select the volume type in the

search or view the vVol).
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This panel displays individual Yolume Capacity information gathered from the most recent SAN Headquarters poll of each Group, The data displayed is refreshed automatically
every 2 minutes or manually by clicking the refresh button.
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Figure 38

vVol capacity shown in the All Groups Summaries > Volume Capacity Summary
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e View vwWol performance by selecting Group, Pool, Member, Storage Container, VMs or VVols menu options. In

Figure 39, performance metrics are demonstrated for the storage container “test” (which is on this array).
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1/0 panel showing all metrics for the storage container
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4 Summary

SAN HQ acts like an in-flight data recorder for your PS Series group that is a powerful monitoring and analysis tool. It
provides SAN administrators with valuable insight into the health of their storage environment. The easy-to-use
graphical interface provides information on PS Series group capacity, 1/0 performance, network data, member
hardware and configuration, and volume data. With the ability to show trends and export metrics for further reporting
and analysis, SAN HQ is a key component in the constant daily battle that administrators face to do more with fewer
resources.

54 Analyzing Dell PS Series Storage with SAN Headquarters | TR1050



A SAN Headquarters tips and techniques

Several practices are helpful for day to day monitoring of the PS Series environment with SAN HQ. The following tips
are for reference.

Al Creating SAN HQ archives

Over time, SAN HQ automatically compresses the time for each interval to save log space. Archives are one way to
capture the more granular interval periods. For instance creating an archive each month to capture the busiest month-
end processing allows the data to be reviewed offline using the un-compressed interval. This may also be automated
through a command (SANHQClient.exe) to provide an archive that can be scheduled through Windows Task Scheduler.
See the Dell EqualLogic SAN Headquarters Installation and User’s Guide for more information.

A.2 Enable SAN HQ SupportAssist

SupportAssist allows Dell support personnel to provide intelligent, proactive support for the PS Series storage. In
addition, SAN HQ archives may be loaded directly to SupportAssist for further analysis when needed.

A3 Create reports to review performance, capacity and configuration trends.

SAN HQ has many reports available to show the average performance, capacity, alerts, configuration and advanced
software status such as replication. These reports may be run manually through the GUI or using the command-line
interface (SANHQClient.exe) and scheduled through Windows Task Scheduler. See the Dell EqualLogic SAN
Headquarters Installation and User’s Guide for more information.
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B Additional resources

Dell.com/support is focused on meeting your needs with proven services and support.

Referenced or recommended Dell publications:

e  TR1092 Equallogic Hybrid Array Load Balancer:

e Dell EqualLogic SAN Headquarters Installation and User’s Guide:
e Dell TechCenter for PS Series storage

e Dell EqualLogic Configuration Guide:
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