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Abstract

This whitepaper looks at the performance and efficiency of Deep learning
inference when using the Dell EMC PowerEdge R7425 server with NVIDIA
T4-16GB GPU. The objective is to show how PowerEdge R7425 can be
used as a scale-up inferencing server to run production level deep learning
inference workloads.
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1 hdSNBASG

This paper talks aboueepLearningnference using NVIDIM-16GBGPU and Sy & 2. Rde ¢ u
NVIDIAT416GBGPU is based on their latest Turing architecture which significantly boosts
graphic performance using a new GPU processor (streaming multiprocessor) with improved
shader execution efficiency and nememorysystem architecturg¢hat supports GDDR6 memory
G§SOKy 2t 238 ¢ dzpldvidehyiier titrébighpu? axd IenverNeieacy for Al Inference
applications.

Dell EMC PowedgeR7425\ & o0 & SR 2 yarchiteckuf@ and Siric@ t uarchitecture
supports higher number of PE€Gen3 x16 lanes, it allows the server to be used asaleup
inference server. Itbecomes a perfect solution when running large producti@sed Al
workloads where both throughput and latenaye important.

In this paper wetested the inference @timization tool Nvidia¢ Sy & 2 Hldm ¢hz Dell EMC
PowerEdgd&k7425serverto acceleratecCNN image classificatiapplications andlemonstrate its
capability to provide higher throughput & lower latency for neural modikssResNet50During
the tests, ve ran inferences of image classificatiomodels in different precisiomodes on the
server R7425 using NVDIA16GBGPU with both implementation ot Sy & 2iNJihé native
¢ Sy a2 CHw @R and thmtegrated TensorFlowt S y & 2 iNtigfation library. TesorFlow
was usedas the primary framework for the prérained modelsto comparethe optimized
performance in terms of throughput (images/sec) and latency (milliseconds).

2 LYGiN2RdzOGAZY

2.1 Deep Learning

Deep kearning consists of two phases: Trainimglanference. As illustrated iRigurel, training
involves learning a neural network model from a given training dataset over a certain number of
training terations and loss function. The output of this phase, the learned model, is then used in
the inference phase to speculate on new data [1].

The major difference between training and inference is training emgioygard propagation
andbackward propagatio (two classes of the deep learning process) whereas inference mostly
consists of forward propagation. To generate models with good accuracy, the training phase
involves several training iterations and substantial training data samples, thus requiring many
core CPUs or GPUs to accelerate performance.

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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TRAIN INFER

The adaptation of an algorithm The application of a trained
{model) to example data to algorithm (model) to new data to
discover patterns associated with speculate an outcome
specific, often pre-defined

outcomes

:\\‘““‘“‘*-b J

Iterative process to adapt model to
changes in data characteristics
due to external factors

Figurel. Deep Learning Rases

2.2 Deep Learning Inferencing

After a model is trained, the generated model maydeployed(forward propagation only) e.g.,
on FPGAs, CPUs or GPUs to perform a specific bubgessunction or task such as
identification, classificatiorrecognition and segmentation. Seéeyure?.

1. The focus of thiswhitepaperwill be onthe power of Dell EMC PowerEdge R742mkg
NVIDIAT416GB GP#&)to accelerate imagelassification and deliver higherformance
AYFSNBYOS GKNRdAzAKLIzG FyR t2¢ tFG§SyOe dzaAy 3
excellent tool to speed up inference.

2
NEW DATA

STREAM 3
MODEL MODEL
INPUT PARAMETERS ouTPUT
1 I
FROM
TRAINING
1 2 3 4
Model initialized with A stream of new data is fed Model uses trained Inferred outcome fed to
parameters from training into the model parameters to infer an business logic for action
outcome
Figure2. InferenceNorkflow
Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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2.3 Whatist Sy & 2ZNW ¢ u

The core ofl e n s o risfATCE+ library that facilitates high performance inference on NVIDIA
graphics processing units (GPUSs). It is designed to work in a complementary fashitvaining
frameworks such as TensorFlow, Caffe, PyTorch, MXNet, etc. It focuses specifically on running an
already trained network quickly and efficiently on a GBtyenerating a result (a process that is
referred to in various places as scoring,&f#ing, regression, or inference).

Some training frameworks such as TensorFlow have integfat8d/ & 2 98Jiat it can be used

to accelerate inference within the framework. AlternativelyS y & 2 daiviok used as a library
within a user application. Ihcludes parsers for importing existing models from Caffe, ONNX, or
TensorFlow, and C++ and Python APIs for building models programmatically.

Figure3. TensorRTcBeme. SourcelvidiaFigure3. ¢ Sy & 2 iNJv high performance neural
network inference optimizer and runtime engine for production deployment.

Q

o O ®)

3 00X 0
OO0

O

Trainecl'J TensorRT TensorRT

NNeura " Optimizer Runtime
etwor Engine

Figure3. TensorRTcBeme. SourcéNvidia

¢ Sy a 2 bdintizes the network by combining layers and optimizing kernel selection for
improved latency, throughput, power efficiency and memory consumption. If the application
specifies, it will additionally optimize the network to run in loweegsion, further increasing
performance and reducing memory requirements.

The following figure shows S y & 2 défimédias part higiperformance inference optimizer and
part runtime engine. It can take in neural networks trained on these popular frameworks
optimize the neural network computation, generate a ligigight runtime engine (which is the
only thing you need to deploy to your production environment), and it will then maximize the
throughput, latency, and performance on these GPU platforms.

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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GPU PLATFORMS

JETSON TX2

DRIVE PX 2

y ‘
o

NVIDIA DLA

TESLA V100

Figured® ¢ Sy & 2 Ndgrarmatilednference deelerator

Nvidia¢ Sy & 2 Bliw & high performance deep learning inference and-tiore optimizer
delivering low latency and high throughput for production deploymehtS y & 2 kv ldegn
successfully used in a wide range of applications including autonomous vehiclescsphiokeo
analytics, automat speechrecognition amongthers NVIDIAC Sy & 2 \shppartsthe newest
NVIDIATuring Tensor Com@chitectureand expands the set of neural network optimizations for
a broader array of mixegrecision workload§l].

2.4 Dell EMCPowerEdg&7425Server

Dell EMC PowerEdgrr425T416GBserversupports the latest GPU acceleratorspeed results

in dataanalytics and Al applications,ahables fast workload performance on moreres for

cutting edge applications such Artificial Intelligence (Al), High Performance Computing (HPC), and
scale up software defined deploymen&eeFigure5.

Figure5. DELL EMC PowerEdge R7425
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¢KS 5Stfun R7225NDRIASHEDcket, RU rack seiver designed to run complex
workloads using highly scalable mema/ip, and network option$he systemfeaturebases on
AMD high performance processor, which namA§D SP3suppors up to 32 AMD¥Zere x86
cores (AMD Naples Zeppelin33Rup to16 DIMMs, PCI Express® (PCle) 3.0 enabled expansion
slots, and a choice @CRechnologies.

The PowerEdgR7425s a generapurpose platform capable of handling demanding workloads
and applications, such as VDI cloud clieomputing, database/inline analytics, scale up
software defined environments, and higierformance compting (HPC).

The PowerEdgR7425adds extraordinary storage capacity options, making it-alied for data
intensive applications that require greater storage, while not sacrificing 1/0 performance.

3 ¢SyazNwe LYLX SYSyaraazya

TensorRT provides three toote optimize the models for inference: TensorFldwnsorRT
Integration (TFTRT) TensorRT C++ API, and TensorRT Python API. The last two tools include
parsers for importing existing models from Caffe, ONNX, or TensorFlow. Also, C++ and Python
APIs includenethods for building models programmatically. Below is the brief description of
each method, the assuntipn is that all of them stanwith a trained model.

3.1 TensorFlow ensorR® Integration(TFTRT)

¢ Sy a 2 Wdrkgwith training frameworks such &ensorfow, Caffe,PyTorchand MXNet In
this case we use TensorFlowvhich hasintegrated¢ Sy a 2 dedthditnit can be used to
accelerate inference within the frameworkhis is aontribution library that offers performance
as well asrobustness built on top off. The command line to imporMFTRT integration into
TensorFlows:

#import tensorflow.contribtensorrt astrt

TensorFlow-TensorRT Integrated Workflow

Create TensorRT Run TF Graph
optimized (with TensorRT
Inference Graph optimizations)

Trained Freeze Inference
TensorFlow (TF) Graph GraphinTF

Figure6. Workflowworking withTensorRTsingTensorFlowl ensorRTntegration P]

Figure6 shows the workflow on how TFRT worksatrained model inTensorFlow isonverted
to a frozen graphafter freezing the TensorFlow graph for inferen¢eS y & 2 idldsekta create

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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the ¢ Sy & 2 dplwtdzed inference graptthen the optimized graph is replaced as the default
graph to run the inference

The optimization graph procesnsistsof parsing themodel and applying optimization to
portions of the graph as much as possible, the remaining portion of the graphs that are not
subject to optimization are executed by TensorEI8&eSupported operations TensorFlovior

more information B].

To run the inference using INT8 precision, it is required to calibrate the trained TensorFlow model
first and then @ply the¢ S y & 2 dwlivization seeFigure?7. The Calibration process consists
in calculating the weights of the model at the optimal scaling factor from FP32 to INTS:

1 Run inference in FP32 on calibration dataset

Collect required stattgcs

wdzy OFfAONI GAZ2Y |f3I2NAGKY I 2LIWGAYLFE &0FfAY
vdz yGAT S Ctonw ¢6SA3IAKGA Ih Lbey

DSYSNI GS @ttt BaNFyR2Ybecy SESOdziaAzy Sy3aays

TensorFlow-TensorRT Integrated Workflow (INT8)

Create TensorRT
optimized
Inference Graph

Create Calibration
Graph
and Calibrate

Run TF Graph
(with TensorRT
optimizations)

Freeze Inference
Graphin TF

Trained
TensorFlow (TF) Graph

Figure7. Workflow TensorFlowensorRTntegration using INT8 precisioh] [

Using THRT with precision modes lower than FP32, that is, FP16 and INT8, improves the
performance of inference. The FPl6epision mode uses Tensor cores amalf-precision
hardware instructions, if possible, while tHeTB precision mode uses Tensor cores artdger
hardware instruction$4].

3.2 ¢ Sy & 2Rythoh API

Different from TRE w¢ = (G KS t & i &2 gny framéworl 255/ y2 BAhEnyAPI is
available forthe x86_64 platform onlyThe command line to importhe ¢ Sy & 2 NdkdnAPI
is:

#import tensorrtastrt

According to the technical documentatiohe main benefit of the Python API is that data
preprocessing and postprocessing is easy to use bedthasa variety of libraries like NumPy
and SciPyFor more information please see Deep Learning SDK Documeniition

Architectures & Technologies Dell EMC | Infrastructure Solutions Group

9



Deep Learning Inference on PowerEdge R7425

3.3 ¢ Sy & 20NWAPK

¢ Sy & 2pMdvider a C++ implemeritan on all supported platforms. C++ ARtludes similar

steps to the Python APl implementationy R R2 Say Qi dza S .lAgcordirg bl YS g 2 N
b@ARAI Qa R2 OQeyAPyshduld Beisédin anykpErformance critical scenarios, as well

as in situations where safety is important, for example, automotivesal time inferencefo].

Trained e SriEie Al Create the builder, Build the Optimized Serlallz.e ?md Perform Inference
TensorFlow Inference [ Le network, and parser ] Runtime Engine R feeding the engine
(TF) Graph Graph TF TFto a UFF file el e the model : :

Figure8. Workflow working with TensorRT Using the TensorRT C++ API

In Figure8, the workflow shows the steps to work directiyith the ¢ Sy & 2 Gidw AP

1 The trainedTensorFlonmodel needs to be frozen for inference and converted to UFF
format

1 Invokethe ¢ Sy & 2 buildér to create an optimized runtime engine from the network

Serialize and deserializlee engine to berecreated at runtime

1 Feedthe optimizeengine with data to perform inference

=

4 ¢Sag8ikKzaR2f 23e

In this paperwe tested the inferencg@erformance of sveral pretrained neural models using
different precision settings. We compardaoughputandlatency and looked athe benefitsof
using Nvidia ¢ Sy & 2. Miv optimizerimplementations we used THRT integration and
¢ Sy & 2Citw APL

4.1 Criteria

1. In termsof server, weselectedDell EMCPowerEdgeR7425which include the Nvidia
Teslal416GBGPU the most advanagaccelerator for Al inference workload&ccording
to Nvidia,T416GR2a Yy S¢g ¢ dzNAy3I ¢Sy az2N) / 2NBa | OO0St SN
fasterthan the previous generation lowower offering[7].

2. For the framework andinference optimizertools, we selected TensorFlow, THFRT
integrationand¢ Sy & 2 CidsPbsincehese have better technical support and a wide
variety of pretrained models readily available.

3. Most of the tests were run in INT8 precision mod#ceit has significantly lower
precision and dynamic range than FP23 well as lower memory requirements
therefore, it allowshigher throughputat lower latency

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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4.2 Test Design

The tests were conducteid 4 phases as showin Figure9

Inference Image Classification on CNNs — Test Design

Phase 1: TF-TRT 5 Integration

-

Phase 2: [ ]

-

Phase 3:

-

Phase 4: Inference Image Classification — Other aspects

Figure9. TensorRT Test Design

Phase 1 themage classificationsere run usingfFTRT 5.0 integrated. In this step wested the
inference withseveral pretrained models in TensorFlow witmageNet

Phase 2, thémage classifications ave run using nativéd Sy a 2 BIGv@+# APl without the
framework but still using prearained models.

Phase 3, we comparkthe results running themage classificationasing TFHTRT Integration
versus TRT 5.0 C++ API.

Phase 4 several infence modes wergested to highlightthe benefit of running inference on
GPUas well asnative precision modes1 TensorFlowersus optimized precision modes with
¢Sy az2Nwen

Once the optimized modsl ae generated for inference, they can be deployedhimoduction
environments such as datacentetpudand edge node likautonomous vehiclesmart cameras
This paper does not focus on how these models are deployed or the optimal way to deploy them.

Here is ahightlevelsummary of the steps involved when running igiece workloads

f Use CaseOptimizedimage Classification on CNNs with Tensorflod¢ Sy & 2 N ¢ u

1 Models: The pre-trained models included vgl116, vggl9, inceptid, inception v4,
resnet vl 50, andresnet_v2_ 50

1 Framework TensorFlowor pre-trained models, TensorRversion TensorRb

1 ¢ Sy a 2 inmpletnentations TensoFlowTensorRThtegration andTensorRT++ API

1 Server:Dell EM@PowerEdgdr7425

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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1 GPUNVIDIAT416GB

1 Performance The performance metrics used for comparisonoasrinference precision
modeswere throughput (images per second) and the latency (ms)

91 Datasetsq IMAGENET (ILSVRC2G&2pre-trained models

 Samples codet Sy & 2 9ddnplem provided by Nvidia included in its container images

1 Software stack configuration The tests were conducted usgirthe docker container

environment

M Precision ModelInference withTensorRT INT8

The below Table 1 lists the tests conducted in differentprecision modes and TensorRT
implementations. The sipt samples can be found imithin the Nvidia containeimage

Tablel. Tess Conducted

Inference Mode

¢ Sy & 2 INMpyetnentation

Test script

TensorFlow CPU FP32

n/a

tensorrt_only_cpu.py

TensorFlow GPU FP32

n/a

tensorrt.py

Integration TFTRT5 FP32

TFTRT Integration

tensorrt.py

Integration TFTRT5 INT8

TFTRT Integration

tensorrt.py

Integration TFTRTS INT8

TFTRT Integration

inference.py

Native TRT5 INTEC++ API

C++ API

trtexec.cpp

4.3 Environment Setup

The belowTable 2 shows thesoftware stack configuration foserverR7425using NVIDIA F4

16GB

Table2. OS ad Software Stack Configuration

(ON) Ubuntu 16.04.5 LTS

Kernel GNULIinux 4.4.0133-generic x86_64
Nvidiadriver 41072-410.79

CUDA 10.0

TensorFlow TensorFlow 1.10

TensorRT ¢Sy az2mwe un

Architectures & Technologies
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Docker Image fofensorFlowCPU only| tensorflow/tensorflow:1.10.6py3

Docker Image forensorFlowsPUonly | nvcr.io/nvidia/tensorflow:18.16py3

Docker Image fof FTRTintegration nvcr.io/nvidia/tensorflow:18.16y3

Docker Image fofensorRTC++ API nvcr.io/nvidiatensorrt:18.11-py3

Script samplesource Samples included within the docker imag

Test Date De@mber2018

5 t §NJF 2 NoSrayis i 4

5.1 Phase linferercewith TFTRTS Integraion

In Phase 1 we rainference tests usingFTRTintegrated ResNet50model was used toun
inferenceon each GPldndwe also testesther models tocompare performancdijnally, we ran
compardive testing withother servers

5.1.1 ResNeb0 Inference performance: Throughput vs Batch size
The throughput tests wittpre-trained model ResNet5@vas run on each GPukingdifferent
batch sizesffom 1 t032).

FigurelO shows the results fothroughput fmagegsec) The resultswere consistentacross the
GPUss well as the latency (expressed in the right vertical axes).

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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Server R7425-P4
CNN Inference Performance with Integrated TensorFlow-TensorRT 5.0 per GPU

Precision Mode INT8
Resnet50_v1 model pre-trained with Imagenet
1400 40
1200 35 g
28 ]
g 1000 . 30 »u
< - 5 g
g 800 - - §
m 20 iy
E 60 15 3
-7 15 3
. - 2
400 6 _\ 10 -§-
_—— - @0
zun 3 I 4; ------ ’ ‘g’
0 0
Batch Size--> 1 2 4 8 16 32
GPUO 318 477 670 904 1066 1151
GPU1 322 472 668 895 1065 1162
GPU2 309 476 673 894 1063 1149
GPU3 313 469 654 868 1088 1153
mm GPU4 307 478 644 869 1090 1144
= GPUS 314 479 645 871 1099 1150

Throughput (img/sec)

Environment: Ubuntu 16.04.5 LTS | nvidia driver 384.81 | TensorRT 5.0 | TensorFlow 1.10 | base script inference.py | Imagenet dataset
| container image nvcr.io/nvidia/tensorflow:18.09-py3 |

Figurel10. Figurel0. Resnet_50 Inference on each @PU{ SNIISNJ g A G K ¢

The plots above show that we can achieve latency of 7ms using batch-8zesllooking at the
y-axis it shows thatwith batch size of 4 we get 67fhages/sec within 7ms latency window.

When running the test, we realized the inference weasducted by default ahe device 0, which
meanscurrentlythe ¢ Sy a 2 iNf@vaheeengineR 2 S & y Qwith GPRIBGEUcommunications
to maximize the utilizationf the GPUs available in the servéthe goal is to rmm the same graph
in multiple GP@ to increase the throughput, Nvidia suggested that for nese the native
TensorFlow.

On the other handTensorRTnference Server (TRTK&)pports multiple GP@ but it does not
support running a single infence distributed across multiple GRUTRTIS can run multiple
models (and/or multiple instances of the same model) on multiple GPUs to increase throughput.
We will be studying how to implemefiiRTI$ our next paper related to GPU inferencing.

Architectures & Technologies Dell EMC | Infrastructure Solutions Group
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5.1.2 All Models Images/sec vs batch size vs Neural models

1600 Server R7425-T4
CNN Inference Performance with Integrated TensorFlow-TensorRT 5.0 | 1 GPU
1400 Precision Mode INT8
Pre-trained models with Imagenet
1200 Throughput (img/sec)
1000
800
L%
[
)
g 600
[-T]
£
= 400
" I I I I
0
Batch Size-->
inception_v4 174 281 437 542
minception_v3 240 412 643 886 1074 1154
vgg_19 304 485 732 949 1096 1166
= vgg_16 324 509 802 1083 1278 1363
resnet_v2_50 383 600 903 1187 1307 1359
Hresnet_v1_50 410 680 1135 1182 1348 1355

Environment: Ubuntu 16.04.5 LTS | nvidia driver 410.72 | TensorRT 5.0 | TensorFlow 1.10 | CUDA 10.0 | base script inference.py | Imagenet dataset
| container image nvcr.io/nvidia/tensorflow:18.10-py3 |

Figurell Throughput Inference Performanagéth Several Neural Modelsd Batch Sizes

Here inference te$s were conductedusing different neural models iwifferent batch sizes.
Figurell and Figure 12Error! Reference source not fourshow the throughput and latency
runninginference inbatch sizedl, 2, 4, 8, 26, and 3ResNet5@roduced the highest throughput
(images/sec) withhe lowest latency.

Architectures & Technologies Dell EMC | Infrastructure Solutions Group

15



Deep Learning Inference on PowerEdge R7425

Server R7425-T4
CNN Inference Performance with Integrated TensorFlow-TensorRT 5.0 | 1 GPU

Precision Mode INT8
60 Pre-trained models with Imagenet
Latency (ms) Inception V4
'g 50
E
Z 40
]
E Inception V3
.‘l:‘3 30 —
@
@ 20 ~VGG_16
o
Q
>
< 10 ~—— Resnet_V2_50
™ Resnet_V1_50
—
0
1 2 4 8 16 32

Batch Size

Environment: Ubuntu 16.04.5 LTS | nvidia driver 410.72 | TensorRT 5.0 | TensorFlow 1.10 | CUDA 10.0 | base script inference.py | Imagenet dataset
| container image nvcr.io/nvidia/tensorflow:18.10-py3 |

Figurel2. Latency InferencBerformance with Several Neural Modetgl@Batch Sizes

5.1.3 All Models- R7425T416GBversus Otheservers and NVIDIA GPU

Servers R740-P4, R7425-P4 and R7425-T4
CNN Inference Performance with Integrated TensorFlow-TensorRT 5.0 | 1 GPU
Precision Mode INT8 | Batch Size 4

Pre-trained models with Imagenet
1200 1135

Bl Resnet_v1_50 Throughput (img/sec)
1000 Resnet_V2_50
Inception_V3 903
I inception_V4
9 800
= 634 643
&% 600 570
]
£ 268 .
400 33
200 I
0
R740-P4 R7425-P4 R7425-T4
Server

R740-P4 Environment: Ubuntu 16.04.5 LTS | nvidia driver 384.81 |TensorRT 5.0 |TensorFlow 1.10 | CUDA 9.0.176 | script inference.py | Imagenet | image nver.io/nvidia/tensorflow:18.10-py3
R7425-P4 Environment: Ubuntu 16.04.5 LTS | nvidia driver 384.145 |TensorRT 5.0 |TensorFlow 1.10 | CUDA 9.0.176 | script inference.py | Imagenet | image nvcr.io/nvidia/tensorflow:18.10-py3
R7425-T4 Environment: Ubuntu 16.04.5 LTS | nvidia driver 410.72 |TensorRT 5.0 |TensorFlow 1.10 | CUDA 10.0 | script inference.py | Imagenet | image nver.io/nvidia/tensorflow:18.10-py3

Figurel3. Throughputinference PerformanceroR7425T416GBServer ersus Other Servers
Using THRT '
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Figureld. Latency Inference performance on R7428.6GB Server versus other servers

In this section, lte inference tests using several models were conducted on the serversH&740
and R72458°4 andtheir results were compared againgte R7425T416GBresults. The server
R7425T416GBperformedaround 1.& fasterversus the other servers on the modeésNes0

at half the latency. Seeigurel3andFigurel4.

5.2 Phase 2inference Image Classificatioith ¢ S y & 25\ChwAR|

Due the highesinference performanceshown bythe model ResN&0 in Fhase 1 we used
ResNet50 in frase 2

In Phase 2ResNet50 was testedith TensorRT++ APWith different batch sizesWe also ran a
competitive test usingCaffepre-trained modes to see if there arany performance differences
Finally, weran a comparison with prerained models with other servers

5.2.1 ResNei0¢ TensorFlow

When running test with TensorRTC++ APIResNet50optimized inference engine produces
higher throughput at a lower latency

For irstance, the higastthroughput of 4,000 irages'sec forbatch size 64 anthe lowest latency
of 0.95 milliseconds fdbatch size 1. This could be useful in different application areas where
throughput is more important e.g. image classification vs appbtioativhich require low latency
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