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What's New In This Release

The following features have been added to the DR Series systems for this release:

Advanced Advanced networking feature allows you to modify the default bonded network configuration

Networking of your DR Series system. It allows you to create and manage multiple bonds on the same
system to support your data, management and replication traffic. You must use the CLI to set
up advanced networking. However, you can view and edit the NIC bonding configuration using
the web user interface.

Rapid Data Rapid Data Storage (RDS) is developed by Dell Quest and provides a logical disk interface for

Storage Protocol use with network storage devices. RDS allows for better coordination and integration between
DR Series system backup, restore, and optimized duplication operations with Dell Quest
NetVault Backup (NVBU). You can back up, complete optimized replication, and restore data
from DR Series systems using the Rapid Data Access protocol using the Dell Quest NetVault

Backup DMA.
Daily Status Daily status reporting feature allows you to configure daily system statistics for container
Reporting status information on bytes ingested, deduplicated, and replicated.
Security Security questions for password reset allow you to add security questions to reset your DR
Questions for Series system password.

Password Reset



% #: The maintenance mode User interface for the DR Series systems is updated in this release.
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Understanding the DR Series System

The DR Series system is a high-performance, disk-based backup and recovery appliance that is simple to deploy and
manage, and offers unsurpassed Total Cost of Ownership benefits. Features such as innovative firmware and an all-
inclusive licensing model ensure optimal functionality and the assurance of no hidden costs for desired future features.

3E: Unless otherwise noted, later references to "the system” or "DR Series system" are used interchangeably to
represent the Dell DR Series system.

The DR Series system has a simple installation process with full, intuitive remote setup and management capabilities. It
is available in the following drive capacities—2.7 Terabytes (TB), 5.4 TB, 9 TB, 18 TB, and 27 TB (the 27 TB drive capacity
was added in Release 2.0), and is ideal for both small enterprise and remote office environments. The DR Series system
and corresponding drive capacities are as follows:

» 300 Gigabyte (GB) drive capacity: 2.7 TB system (this system version does not support the addition of expansion
shelf enclosures)

* 600 GB drive capacity: 5.4 TB system
* 1TBdrive capacity: 9 TB system

e 2TBdrive capacity: 18 TB system

* 3 TBdrive capacity: 27 TB system

3F: To better understand the drive capacity and the available physical capacity for the drive types available in the
DR Series system, see Drive and Available Physical Capacities.

% 3¥: Release 2.0 also supports using an external data storage expansion shelf (also known as expansion
enclosures). The DR Series system supports up to two expansion enclosures per system. An added expansion shelf
enclosure must be equal to or greater than each DR Series system internal drive slot capacity (0 - 11). For more
information about expansion enclosures, see Installing an Expansion Shelf License, DR Series System - Expansion
Shelf Cabling, and Expansion Shelf Licenses.

Using Dell deduplication and compression algorithm technology, this system can achieve data reduction levels ranging
from 10:1 to 50:1. This reduction in data results in less incremental storage needs and a smaller backup footprint. By
removing redundant data, the system provides deduplication and compression that delivers:

* Fast, reliable backup and restore functionality
* Reduces media usage and power and cooling requirements
* Improves overall data protection and retention costs

The benefits of data deduplication can be extended across the enterprise—through the deduplicated replication
function—to provide a complete backup solution for multi-site environments.

The shorter Recovery Time Objectives (RTO) and more attainable Recovery Point Objectives (RPQ) can also be assured
as critical backup data remains on disk and online longer. Capital and administrative costs are diminished at the same
time as internal service level agreements (SLAs) are more easily met.

The DR Series system includes the following:

* Advanced data protection and disaster recovery
» Simple management interface (using the system GUI)

1"



* Wide variety of data backup installations and environments

The Dell DR Series system contains data backup and management software preinstalled on a Dell hardware appliance,
which provides you with a robust disk-based data backup capability installed on a deduplication-enabled appliance.
The system supports two interface types, and the system software manages the storage containers using the following
interfaces:

* A command line interface (CLI)
* Agraphical user interface (GUI)

About the DR Series System

The Dell DR Series system is a solution designed to reduce your backup data footprint using a number of comprehensive
backup and deduplication operations that optimize storage savings. Collectively, the DR Series system comes in two
types:

* DRA4000 system: this is preinstalled DR4000 system software on a Dell PowerEdge R510 appliance platform
* DR4100 system: this is preinstalled DR4000 system software on a Dell PowerEdge R720xd appliance platform

The DR Series system consists of the following components:

» Software — the system software supports record linkage and context-based lossless data compression
methods.

* Hardware — there are two appliance types that support the DR Series:

- DR4000 system: includes twelve 3.5 inch SAS or Nearline SAS chassis drives that are hot-swappable,
two power supplies for power redundancy, and two cabled 2.5-inch SAS drives for the operating
system. The operating system is installed on two 2.5 - inch internal drives that are in a RAID 1
configuration in the DR4000 system.

- DR4100 system: includes twelve 3.5 inch SAS or Nearline SAS chassis drives that are hot-swappable,
two power supplies for power redundancy, and includes two 2.5-inch drives that are hot-pluggable in
the rear.

% 3F: For slot locations for the twelve 3.5 - inch drives in the DR Series system types, see DR Series System
and Data Operations.

* Expansion shelf—the system appliance supports the addition of up to two external Dell PowerVault MD1200
data storage expansion shelf enclosures. Adding an expansion shelf provides additional data storage for the DR
Series system and also requires a license. Each added expansion shelf enclosure must be equal to or greater
than each DR Series system internal drive slot capacity (0 - 11).

ﬁ 3¥: The 300 Gigabyte (GB) drive capacity (2.7TB) version of the DR Series system does not support the
addition of expansion shelf enclosures.

For more information, see Expansion Shelf Licenses. For more general information about the supported storage
enclosures, see “DR Series Expansion Shelf” in DR Series System and Data Operations, and
support.dell.com/manuals.
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Data Storage Terminology and Concepts

This topic presents several key data storage terms and concepts that help you to better understand the role that the DR
Series system plays in meeting your data storage needs.

Data Deduplication and Compression: The DR Series system design draws upon a wide variety of data-reduction
technologies thatinclude the use of advanced deduplication algorithms, in addition to the use of generic and custom
compression solutions that are effective across a large number of differing file types. The system uses a concept of
content-awareness where it analyzes data to better learn and understand the structure of your files and data types.
Once this is learned, it uses this method to improve your data reduction ratios while reducing resource consumption on
the host. The system uses block deduplication to address the increasing data growth, and this is well suited to providing
the best results for routine and repeated data backups of structured data. Block-level deduplication works efficiently
where there are multiple duplicate versions of the same file. This is because it looks at the actual sequence of the

data - the Os and 1s - that comprise the data.

Whenever a document is repeatedly backed up, the Os and 1s stay the same because the file is simply being duplicated.
The similarities between two files can be easily identified using block deduplication because the sequence of their 0s
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and 1s remain exactly the same. In contrast to this, there are differences in online data. Online data has few exact
duplicates. Instead, online data files include files that may contain a lot of similarities between each file. For example, a
majority of files that contribute to increased data storage requirements come pre-compressed by their native
applications, such as:

* Images and video (such as the JPEG, MPEG, TIFF, GIF, PNG formats)
» Compound documents (such as .zip files, email, HTML, web pages, and PDFs)
* Microsoft Office application documents (including PowerPoint, MS-Word, Excel, and SharePoint)

% 3¥: The DR Series system experiences a reduced savings rate when the data it ingests is already
compression-enabled by the native data source. It is highly recommended that you disable data
compression used by the data source, and especially for first-time backups. For optimal savings, the native
data sources need to send data to the DR Series system in a raw state for ingestion.

Block deduplication is not as effective on existing compressed files due to the nature of file compression because its 0s
and 1s change from the original format. Data deduplication is a specialized form of data compression that eliminates a
lot of redundant data. The compression technique improves storage utilization, and it can be used in network data
transfers to reduce the number of bytes that must be sent across a link. Using deduplication, unique chunks of data, or
byte patterns, can be identified and stored during analysis. As the analysis continues, other chunks are compared to the
stored copy and when a match occurs, the redundant chunk is replaced with a small reference that points to its stored
chunk. This reduces the amount of data that must be stored or transferred, which contributes to network savings.
Network savings are achieved by the process of replicating data that has already undergone deduplication.

By contrast, standard file compression tools identify short repeated substrings inside individual files, with the intent of
storage-based data deduplication being to inspect large volumes of data and identify large amounts of data such as
entire files or large sections of files that are identical. Once this has been done, this process allows for the system to
store only one copy of the specific data. This copy will be additionally compressed using single-file compression
techniques. For example, there may be cases where an email system may contain 100 or more emails where the same 1
Megabyte (MB) file is sent as an attachment and the following shows how this is handled:

* Without data deduplication, each time that email system is backed up, all 100 instances of the same attachment
are saved, which requires 100 MB of storage space.

» With data deduplication, only one instance of the attachment is actually stored (all subsequent instances are
referenced back to the one saved copy), with the deduplication ratio being approximately 100 to 1). The unique
chunks of data that represent the attachment are deduplicated at the block chunking level.

ﬁ 3¥: The DR Series system does not support deduplication of any encrypted data, so there will be no
deduplication savings derived from ingesting encrypted data. The DR Series system cannot deduplicate
data that has already been encrypted because it considers that data to be unique, and as a result, cannot
deduplicate it.

In cases where self encrypting drives (SEDs) are used, when data is read by the backup application, it is decrypted by
the SED or the encryption layer. This works in the same way as if you were opening an MS-Word document that was
saved on a SED. This means that any data stored on a SED can be read and deduplicated. If you enable encryption in the
backup software, you will lose deduplication savings because each time the data is encrypted, the DR Series system
considers it to be unique.

Replication: Replication is the process by which the same key data is saved from multiple storage devices, with the goal
of maintaining consistency between redundant resources in data storage environments. Data replication improves the
level of fault-tolerance, which improves the reliability of maintaining saved data, and permits accessibility to the same
stored data. The DR Series system uses an active form of replication that lets you configure a primary-backup scheme.
During replication, the system processes data storage requests from a specified source to a specified destination (also
known as a target) that acts as a replica of the original source data.



% 3F: Starting with Release 2.0, the DR Series system software includes version checking that limits replication only
between other DR Series systems that run the same system software release version (DR Series systems running
Release 2.0.x software can only replicate with other DR Series systems that run the same release system
software). For example, Release 2.0.x systems will not be able to replicate with Release 2.1 or Release 3.0 systems,
but can replicate with systems running Release 2.0.0.1 or 2.0.0.2.

% 3¥: It is important to distinguish the difference between data that has been processed by backup and data that has
been processed by replication, since backup saves a copy of data that remains unchanged for a long period of
time.

Targets with replica data are read-only, and are updated with new or unique data during scheduled or manual
replications. The DR Series system can be considered to act as a form of the storage replication where the backed up
and deduplicated data is replicated in real-time or via a scheduled window. In a replication relationship between two DR
Series systems, this means that a relationship exists between a pair of systems, one acting as the source and the other
as a target in the replication pair (for example, with acme-west and acme-east). When this type of replication
relationship exists between distinct containers on two distinct DR Series systems, it can be considered bidirectional in
the sense that:
* Westl1 container on the acme-west source system can replicate data to a separate East1 container on the
acme-east target system.
* The East2 container on the target acme-east system can also replicate data back to the West2 container on the
source acme-west system.
This form of replication involves separate containers on two distinct DR Series systems. Target containers in replication
must always act as read-only, while source containers can act as read-write. Unlike NFS and CIFS containers, OST and
RDS container replication is handled by the two supported Data Management Applications (DMAs) on media servers.
For more information on OST, see Understanding OST. For more information on RDS, see Configuring and Using Rapid
Data Storage.

% #: 0ST and RDS containers are categorized as Rapid Data Access (RDA) containers in DR Series systems.

This release of the DR Series system supports the 32:1 replication of data, whereby up to 32 source DR Series systems
can write data to different individual containers on a single, target DR Series system. This supports the use case where
branch or regional offices can each write their own data to a separate, distinct container on a main corporate DR Series
system.

% 3¥: Be aware that the storage capacity of the target DR Series system is directly affected by the number of source
systems writing to its containers, and by the amount being written by each of the source systems.

If the source and target systems in a replication pair reside in different Active Directory (AD) domains, then the data that
resides on the target DR Series system may not be accessible. When AD is used for authentication for DR Series
systems, the AD information is saved with the file. This can serve to restrict user access to the data based on the type of
AD permissions that are in place.

3¥: This same authentication information is replicated to the target DR Series system when you have replication
configured. To prevent domain access issues, ensure that both the target and source systems reside in the same
Active Directory domain.

Reverse Replication: The concept of reverse replication is not supported on DR Series systems. This is because replica
containers are always in a R-0 (read-only) mode on the DR Series system, thus making write operations a non-
supported operation. Under very specific conditions, it might be possible for replica containers to support a type of write
operation whose sole function is to restore data from an archival target. For example, data could be replicated back to
the remote site where a data management application (DMA), also known as backup software, is connected to allow
this data to be restored directly.

This specific case applies only to configurations where data is backed up from a remote location to a local container,
and then replicated over a WAN to a replica container that is backed up to tape backup. The data needs to be restored
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from the tape backup to the original location; first, restore the data back to a DR Series system replica container, and
then restore it back to the original source location of the data on the other side of the WAN link.

% 3E: If you choose to use this alternate workaround method, you must set up a new data storage unit in the DMA
and import the images before a restore to the original location can occur.

To support this effort to leverage deduplication across the WAN to allow this scenario, complete the following:

1. Make sure that the replication operation has completed (between source and target).

2. Delete current replication relationship, and re-create replication relationship (reversing the source and target
roles).

3. Restore data to the original source container (now the target).
4. Make sure that the replication operation has completed.

5. Delete replication relationship and re-create replication relationship (restoring original source and target
destinations).

Under this scenario, a fraction of the data to be recovered is sent across the WAN link. This could speed up a remote
restore significantly. However, there are some downsides to this type of scenario:

* If step 1is not followed correctly, any changes not fully replicated are lost.
* During steps 2 and 3, any data that is written to the original DR Series system source container may be lost.
* During step 4, if the data is not fully replicated back before the switch is made, it may be lost.

Alternatively, you still could support this effort by completing the following:

1. Create a new container on the target DR Series system.

2. Set up replication from this container back to the source DR Series system container.

3. Set up a new disk storage unit in the DMA and make sure that the DMA is aware of any new images.

4. Import the old images back into the DMA from the target DR Series system (the original source location).
5. Use a new disk storage unit in the DMA, and then restore the data back to the original client.

Data Deduplication and Compression

The DR Series system design uses various data-reduction technologies, including advanced deduplication algorithms, in
addition to the generic and custom compression solutions that prove effective across many differing file types. Data
deduplication and compression is addressed in the following areas:

* DR4000/DR4100 — The DR Series system backup and recovery appliances provide both efficient and high-
performance disk-based data protection to leverage the advanced deduplication and compression capabilities
in the DR Series system software. Based on technology that is now part of the Dell Fluid Data Architecture, the
DR Series systems provide a key component that performs backup, recovery, and data protection operations.

* Deduplication — This technology eliminates redundant copies of data and in the process it decreases disk
capacity requirements and reduces the bandwidth needed for data transfer. Deduplication can be a major asset
for companies that are dealing with increasing data volumes and require a means for optimizing their data
protection.

» Compression — This technology reduces the size of data that is stored, protected, and transmitted.
Compression helps companies improve their backup and recovery times while helping reduce infrastructure and
network resource constraints.

In general, DR Series systems (DR4000 and DR4100) are disk-based data protection appliances that offer advanced
deduplication and compression capabilities to reduce the time and cost associated with backing up and restoring data.
Based on deduplication and compression technology, the DR Series systems eliminate the need to maintain multiple
copies of the same data. This lets customers keep more data online longer and reduce the need for tape backup
dependency.



Using its deduplication and compression technology, DR Series systems can help achieve an expected data reduction
ratio of 15:1. Achieving this reduction in data means that you need fewer incremental storage operations to run and it
provides you with a smaller backup footprint. By removing redundant data, DR Series systems deliver fast reliable
backup and restore functionality, reduce media usage and power and cooling requirements, and improve your overall
data protection and retention costs.

You can extend the benefits of data deduplication across the enterprise as well - using the DR Series system
deduplication replication function - to provide a complete backup solution for multi-site environments. With 32:1
deduplicated replication, up to 32 nodes can be replicated simultaneously to separate, individual containers on one
node. The DR Series systems use compression with replication to shrink the data that is needed to be moved across the
wire to a container.

Replication can be scheduled based on your settings to occur during non-peak periods. The replication schedule you
create can be set and prioritized to ingest data over replication data to ensure the most optimal back up windows based
on your needs. The DR Series systems are Symantec OpenStorage Technology (0ST) certified to provide tight
integration with its NetBackup and Backup Exec DMA products to allow them to control when backup images are
created, compressed, duplicated, and deleted, so that customers using these products can leverage the DR Series
system appliance as a disk.

The DR Series systems also provide seamless integration with a number of data management applications (DMA),
including Dell Quest NetVault Backup, CommVault replicated disk libraries, IBM Tivoli Storage Manager (TSM), EMC
Networker, ARCserve, and Veeam backup software applications. Ideal for both small-sized and medium-sized
companies as well as remote offices, the DR Series system provides data deduplication and compression support for
four data capacity points: 35 Terabytes (TB), 70 TB, 130 TB, or 270 TB.

% 3F: For a complete list of supported DMAs in the 2.1 release of the DR Series system, see the Dell DR Series
System Interoperability Guide for details.

% 3F: The DR Series system does not support deduplication of any encrypted data. So, there will be no deduplication
savings derived from ingesting encrypted data. The DR Series system cannot deduplicate data that has already
been encrypted because it considers that data to be unique, and as a result, it cannot deduplicate it.

Replication

Replication is the process by which the same key data is saved from multiple storage locations, with the goal being to
maintain its consistency between redundant resources in data storage environments. Data replication improves the
level of fault-tolerance, which improves the reliability of maintaining saved data, and permits accessibility to the same
stored data. The DR Series system uses an active form of replication that lets you configure a primary-backup scheme.
During replication, the system processes data storage requests from a specified source to a specified destination (also
known as a target) that acts as a replica of the original source data.

% 3F: Starting with Release 2.0, the DR Series system software includes version checking that limits replication only
between other DR Series systems that run the same system software release version (DR Series systems running
Release 2.0.x software can only replicate with other DR Series systems that run the same release system
software). For example, Release 2.0.x systems will not be able to replicate with Release 2.1 or Release 3.0 systems,
but can replicate with systems running Release 2.0.0.1 or 2.0.0.2.

% 3%: Itis important to distinguish the difference between data that has been processed by backup, and data that has
been processed by replication. This is because backup saves a copy of data that generally remains unchanged for
a long period of time.

Targets with replication data are read-only, and are updated with new or unique data during scheduled or manual
replications. The DR Series system can be considered to act as a form of a storage replication process in which the
backup and deduplication data is replicated in real-time or via a scheduled window in a network environment. In a
replication relationship between two DR Series systems, this means that a relationship exists between a pair of systems.
One system acts as the source and the other as a target in this replication pair (for example, acme-west and acme-east).
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When this type of relationship exists between distinct containers on two distinct DR Series systems, it can be
considered bidirectional in the sense that:

* The West1 container on the acme-west source system can replicate data to a separate East1 container on the
acme-east target system.

* The East2 container on the target acme-east system can also replicate data back to the West2 container on the
source acme-west system.

This form of replication involves separate containers on two distinct DR Series systems. Target containers in replication
must always act as read-only, while sources containers can act as read-write. Unlike NFS and CIFS containers, OST and
RDS container replication is handled by the two supported Data Management Applications (DMAs) on media servers.
For more information on OST, see Understanding OST. For more information on RDS, see Configuring and Using Rapid

Data Storage.

% 3&: 0ST and RDS containers are categorized as Rapid Data Access (RDA) containers in DR Series systems.

The DR Series system supports the 32:1 replication of data, whereby up to 32 source DR Series systems can write data
to different individual containers on a single, target DR Series system. This supports the use case where branch or
regional offices can each write their own data to a separate, distinct container on a main corporate DR Series system.

% 3¥: Be aware that the storage capacity of the target DR Series system is directly affected by the number of source
systems writing to its containers, and by the amount being written by each of the source systems.

However, if the source and target systems in a replication pair are in different Active Directory (AD) domains, then the
data that resides on the target system may not be accessible. When AD is used to perform authentication for DR Series
systems, the AD information is saved with the file. This can act to restrict user access to the data based on the type of
AD permissions that are in place.

% 3: This same authentication information is replicated to the target DR Series system when you have replication
configured. To prevent domain access issues, ensure that both the target and source systems reside in the same
Active Directory domain.
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Supported File System Protocols

The DR Series system supports the following file system protocols:

Network File System (NFS)
Common Internet File System (CIFS)
Rapid Data Access (RDA)

- OpenStorage Technology (OST)
- Rapid Data Storage (RDS)

3F: The DR Series system supports three container connection types: NFS, CIFS, and RDA. 0ST and RDS provide a
logical disk interface that can be used with network storage devices to store data and support data storage
operations.

For more information on OST, see Understanding OST, Creating an OST or RDS Connection Type Container, and Creating
an NSF or CIFS Connection Type Container.

For more information on NFS and CIFS, see NFS, and CIFS. For more information on RDS, see Configuring and Using
Rapid Data Storage.
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CIFS ACL X% #¥

B DR4000 Z%chit A 1.1 #2, DR Series ARG ST FRIGTIE)EH 515 (ACL) BT CIFS FHZHAIR. RI\E
3, ACL R 27 SR ML R R BRI R TR -

FMACLAAB AT EXSUAENAASAAERREGEESIZE (ACE). ACLATUEEEAD (RR
FrARFRYERHENR SETRTEXEMNRAARENMERFEMPREY ACE.

Eq EWRACEIHERNZ RRAFEEFNEE) , WEKRERGIHEEREBIGFEHAE.

ACL $iik I 37 iB)45 E FHREYSEAF . ACL 2 Windows ##{ERG R ERITTEHZHIHNE . DR Series REGHH) ACL 32
AR ZLAETEXMATRMHERLBMG R

EES
MBRE

% 3¥: DR Series &%t #{# F Microsoft Windows B2 T By CIFS £Zi§EHZ R AR . @BITHZLKHI
PR, ATLAESHIRIEZMIGE. BXEZER, B REEEXZRINZSMH.

E4 & EfET BUILTIN\Administrators % 53 B9 97 4% CIFS 385 EAY ACL. At DR Series RAEERE
& 7 BUILTIN\Administrators 229, Z[5] BUILTIN\Administrators B 5R:75 MM NAYISLE, AI{EMA Windows &
Fin AT EN EIESE T B LU EIE R S19%3EE DR Series A%, FHRBEERMESLA. @EiZIHDH
ge, EEEERAPTRBEEEZACL.

Access Control List Support in Containers

All containers created with the 1.1 release and later versions of the DR4000 system software (or pre - 1.1 version system
software that was upgraded to 1.1 or later), applies a default Access Control List (ACL) at the root of the container. This
default ACL is the same as that which would be created by a Microsoft Windows 2003 Server. Therefore, these new
containers with the default ACL support the following permission types:

% 3F: Any user that is part of BUILTIN\Administrators can edit ACLs on CIFS shares. The local DR Series system
administrator is included in the BUILTIN\Administrators group. To add additional domain groups to the BUILTIN
\Administrators group, you can use the Computer Manager tool on a Windows client to connect to the DR Series
system as Domain administrator and add any groups you want. This capability allows users other than the Domain
administrator to modify an ACL as needed.
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* BUILTIN\Administrators
Allows
Applies to

* CREATOR OWNER:
Allows
Applies to

* EVERYONE:

Allows

Applies to

Full access, object inherit, and container inherit.

This folder, subfolders, and files.

Full access, inherit only, object inherit, and container inherit.

Subfolders and files only.

Traverse folders, execute files, list folders, read data, read attributes, and read
extended attributes.

This folder only.

*  NTAUTHORITYASYSTEM:

Allows
Applies to

* BUILTIN\Users:
Allows
Applies to

* BUILTIN\Users:
Allows
Applies to

* BUILTIN\Users:
Allows

Applies to

Full access, object inherit, and container inherit.

This folder, subfolders, and files.

Create folders and append data, inherit-only, and container inherit.

This folder, subfolders, and files.

Read and execute, and container inherit.

This folder, subfolders, and files.

Create files and write data, object inherit, and container inherit.

Subfolders only.

% 3¥: If these permissions are unsuitable for your needs, you can modify the default ACL to suit your own
requirement using the Windows ACL Editor (for example, using Properties = Security from Windows Explorer).

% #¥: Beginning with the 1.1 release, the system does not understand the Owner Rights permission and sets the
owner of new files/folders created by the Domain Administrators as DOM\Administrator rather than as BUILTIN

\Administrators.

MERE (1.1 BRZED

M 11 RRFFIA, DR Series RGN STFRIG I B)¥EHI 53R (ACL) AT CIFS FMHZHANIIR. ACL BAJ SEMIFEIR
REXRBIRR IR, B4 ACL ATELE AR P M REE XSmRS BRI EEHI % H (ACE). ACLTTEEE
A~ (ERBREIMBR) ACE, iz Pt E XHFEMBRAYZ > ACE.

ST 1 M BTBIEAEMINE RS, BREIEE DR Series REREM A AHFARIFAEXL . EXERETF
L1 IIB RSP, KK ACL X HF A TR

* Everyone:

- R LA
- ERAT: k. FIxeHR s

*  BUILTIN\Administrators:
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- R TRIAE. XRMEME AR
- EBRAT: Xk, FxeHRM

g, BEARESEENERENABCHACL. ALk, BSMEEERENEZRERE, RELEEFENN
F ACL, HIE, TRIREFRENRBEA T A TERANINXIHMXHRAHE.

WMREARMAF, XL PIERINE BUILTINWsers. BT EIEGM AR BUILTIN\Administrators BIE 52,
I RIGER R LIBEMEMAEX ACLAEE (Flan, MAMNEAN ACLEEESRIEERAHE) , AL
MACHINE\Administrator &4} i8id & FimiEsE .

It AT BN AT 4% %8 ACL (BUILTIN\Administrators it 384 TakeOwnership 1R) . i&ETE, BAACLSHARE
BIMTAN Inode, MNRABFBPEAXRECHFMCGR, MESSHEE. £/ ACL (5% 10 ACE) AT Inode
& BZEA, MK ACL 2 AN Inode. Inode 7E Linux (8(5 Unix #NEYIRIER %) ERIESIRLEH,
BEANHNREESR (XHEBMTHIREIERIN #EEELESaF.
i Dell BN EERBRBRUTAMBB[EERANURNAR, RMUAERRINA—HENR. Fd, EE
S AR FHEEE S EREERNIGRMRE, EEFEERE.

Unix Permissions Guidelines

For a user to create, delete, or rename a file or a directory requires Write access to the parent directory that contains
these files. Only the owner of a file (or the root user) can change permissions.

Permissions are based on the user IDs (UIDs) for the file Owner and group IDs (GIDs) for the primary group. Files have
owner IDs and group owner IDs. To enable Unix access, the DR Series system supports three levels of users:

*  Owner (of the file)
Group (group in which the owner belongs)
Other (other users with an account on the system)

Each of these three user types support the following access permissions:

Read (read access that allows user to read files)
Write (write access that allows user to create or write to a file)
* Execute (access that allows user to execute files or traverse directories in the filesystem)

% 3¥: A root user has all levels of permission access, and a user can be a member of a single group or of multiple
groups (up to 32 groups are allowed in Unix).

Windows RN

AT 1B A Windows i75[8]#XBR, DR Series Gt ZFHAIEHTHITIZR (ACL), HPEEFNREZMHENEHIZE
(ACE), AR AIH#tAEFRAIAIENERKAIZ ACE FIFR. Windows HiEi AR F % (NTFS) 4 ACL B1ER £4IRFF (SD)
WEN—Y, ZIRFREREIHRGMNR GXXHMER) BHEIRR. ACL ZFUTENRAISEF:

Owners (FREE)
- 4

Owners (FFE#) F1Groups (48) HIEBRZL ID(SID), SID AIE X FARAM KA EHFAFRALE. ACLH
B ACE B2 SID, SID 2—M4FEPR, T AIFHIELFE], TEEE XN AU T4 RIEE -
10 - {X&#i&: FRATIHRRIGE.
« Ol - xfgdbok: [EFCHRMLL ACE.
Cl- FaEsthk: [EHFEFRRMIL ACE.
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Windows NTFS ACL 145 LA T IZEL. B M. BATFIMIBRINBR, STHeM PHITLAT#RAE:

© ELHEIRR

< RBEIESSILER

© BABRSORINCH

© BMEIREEESOR NS f R

© REMTRIEM (EA)

* BAEA

© BUTXCH SR AR

* MBRF ST SREMIBR S R
- BRI

Owner (FrE#E) FAAPEEEFTHENBRIAR:

© BEAfEEACL
© IRBUEH

OpenStorage Technology (OST): DR Series System

OpenStorage Technology (0ST) is developed by Symantec and provides a logical disk interface for use with network
storage devices. The DR Series system appliance can use 0ST via plug-in software to integrate its data storage
operations with a number of data management applications (DMAs).

OST allows for better coordination and integration between DR Series system backup, restore, and optimized duplication
operations and the following supported DMA types:

*  NetBackup
* Backup Exec

Integration is done via a Dell OST plug-in developed for the DR Series system, through which NetBackup and Backup
Exec can control when the backup images are created, duplicated, and deleted. The major benefit of OST is that it
allows the deduplication operations to happen on the client-side so that network traffic can be reduced.

0ST via the Dell OST plug-in allows NetBackup and Backup Exec to take full advantage of such DR Series system
features as data deduplication, replication, and energy efficiency. DR Series systems can access the OpenStorage API
code through the plug-in, which can be installed on the media server platform choice you make (Windows or Linux). The
OST protocol allows the supported backup applications to communicate directly with the DR Series system and
determine whether a specific chunk of data already exists on the system. This process means that if the data already
exists, only the pointers need to be updated on the DR Series system, and the duplicate chunk of data does not need to
be transferred to the system. This process provides two benefits: it improves the overall backup speed, and also reduces
the network load.

When 0ST is used with the DR Series system, it offers the following benefits:
* 0ST protocol provides faster and improved data transfers:

- Focused on backups with minimal overhead

- Accommodates larger data transfer sizes

- Provides throughput that is significantly better than CIFS or NFS
* 0ST and DMA integration:

- OpenStorage API enables the DMA-to-media server software communications
- DR Series system storage capabilities can be used without extensive changes to DMAs
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- Backup and replication operations are simplified by using built-in DMA policies
DR Series System and OST:

- Control channel uses TCP port 10011

- Data channel uses TCP port 11000

- Optimized write operations enable client-side deduplication
* Replication operations between DR Series systems:

- No configuration required on source or target DR Series systems
- Replication is file-based, not container-based

- Triggered by DMA optimized duplication operation

- DR Series system transfers the data file (not the media server)

- After duplication, DR Series system notifies DMA to update its catalog (acknowledging the second
backup)

- Supports different retention policies between source and replica

% 3F: This capability to use 0ST, also known as DR Rapid Data Access within Dell, adds tighter integration with
backup software applications, such as the two Symantec OpenStorage-enabled backup applications supported in
this release: NetBackup and Backup Exec.

OpenStorage £k (0ST) API

OpenStorage 7K (0ST) API 2R A ZF4RTEIEO, FI{FiE40 DR Series A FRE THEMNEESERNSH N
FEHY Symantec B EIE R A2 (DMA) NetBackup F Backup Exec 8. fjl#n, BT DR Series REXIFEE
WIRHEMRANEH], OST APl AT{§iX A4 32 #5H) DMA & FH DR Series 2GR Z A FH B MU BRI BB N — N EE
BEEFE S —FHEEE.

OST AP| THIIGHIBE NS, AT RGIXTLE#IT TR, Eh NetBackup (DMA) £ 0ST API 5 DR Series &
4 (BWB/EHMEEREEREE) XH:

NetBac%uﬁp TEBXHEEEE. Ak, B@T 0STAPIEEEZ M H RIS HrY 6 & 18 %0 DR
Series &%,

DR Series RAFEZ W XHH T EHH#AITESR, REBXHEFEBREEIHRET.

NetBackup AT 3T L E FESCHHITIA T = EERET—:

- {EXHEE

- MWXHER

- ENREHIH
GNR{EF 0ST APl B9 NetBackup #57% DR Series REEFMECERIEA, DR Series RAS KB EMETHENE
RGP

5k, nSR{ER 0ST API B4 NetBackup ENTEMESCHIRIR, 1515 DR Series REE REIL IR
4, DR Series ARG MRS FIECH &% = NetBackup LABHTIRR .

Eq £ O0STEE—MBRIMMLEHMIIGE. i, EHRUERIF, DMA (NetBackup) fHRIZE A 5E BH
ITHRUES]. && A BREHRELHFEENAEFIZ B HEBEE, UHREEBEATENESR
BEX . #IERINGE, DMA BB BIEXHEEMNEIAR, HAAERE B EREREPREAE M
BRIt STt
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Software Components and Operational Guidelines

To better coordinate and integrate OpenStorage Technology (OST) with the DR Series system data storage operations,
the following guidelines list the supported software, required components, optimal performance, and supported
operations:

* 0ST Media Server Component:

- An OST server component resides on the DR Series system

- For Linux media server installations, use the Linux OST plug-in and the Red Hat Package Manager (RPM)
installer

- For Windows media server installations, use the Windows 0ST plug-in and the Microsoft (MSI) installer
»  Supported Windows-based OST plug-in releases:

ﬁ i T_he DR Series system supports both the 32 - bit and 64 - bit versions for NetBackup, and the 64 - bit
version for Backup Exec.
- Windows Server 2003
- Windows Server 2008
- Windows Server 2008 Release 2
* Supported Linux-based 64-bit OST plug-in releases:

- Red Hat Enterprise Linux, version 5.x

- Red Hat Enterprise Linux, version 6.x

- Red Hat Enterprise Linux, version 10 and 11
»  Supported Symantec OpenStorage (0ST) protocol:

- Symantec, version 9
- Symantec, version 10
* Supported Symantec DMAs:
- NetBackup: version 7.1 (Windows Server 2003, 32 - bit), 7.1 (Windows Server 2008 R2, 64 - bit), 7.5

(Windows Server 2008, 32 - bit), 7.5 (Windows Server 2008 R2, 64 - hit), 7.1 (Red Hat Enterprise Linux 5.x,
64 - bit), and 7.5 (SUSE Linux Enterprise Server 11 SP2, 64 - bit).

- Backup Exec: version 2010 Release 3 (Windows Server 2008 R2, 64 - bit), and 2012 (Windows Server
2008 R2, 64 - bit).

% #E: The Dell DR Series system licensing is all-inclusive, so that no additional Dell licensing is
required to use OST or the optimized duplication capability. The Dell OST plug-in that gets installed
on a supported Linux or Windows media server platform is a free download from Dell. However,
Symantec NetBackup requires that you purchase a Symantec OpenStorage Disk Option license.
Similarly, Symantec Backup Exec requires that you purchase the Deduplication Option to enable
the OST feature.

» Backup, restore, and optimized duplication operations need to be performed via the OST plug-in
* Optimal supported aggregated throughput rates:

- 3 Terabytes per hour (TB/hr) for passthrough write operations
- 4 TB/hr for optimized write operations

3E: Passthrough writes are when data is sent from a media server to the DR Series system without
applying any optimization to the data. By contrast, optimized writes are when data is sent from a
media server to the DR Series system after optimization is applied to the data.

* Supported OST operations
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- Backup (Passthrough writes and Optimized writes)
- Restore
- Replication

ﬁ 3E: To check for the latest supported 0ST software components and operating guidelines, see the Dell DR Series
System Interoperability Guide. This document is available at support.dell.com/manuals.

Rapid Data Storage (RDS): DR Series System

Rapid Data Storage (RDS) is developed by Dell Quest and provides a logical disk interface for use with network storage
devices. RDS allows for better coordination and integration between DR Series system backup, restore, and optimized
duplication operations with Dell Quest NetVault Backup (NVBU).

The DR Series system and NVBU integration is done using the Rapid OFS (ROFS) plugin developed by Dell. The ROFS
plugin allows NVBU control over backup image creation, deletion, and duplication. RDS allows deduplication and
compression operations to happen on the client-side so that network traffic can be reduced.

The RDS protocol allows the supported backup applications to communicate directly with the DR Series system and
determine whether a specific chunk of data already exists on the system. If the data already exists, only the pointers
need to be updated on the DR Series system, and the duplicate chunk of data does not need to be transferred to the
system. This process provides two benefits: it improves the overall backup speed, and also reduces the network load.

Rapid OFS (ROFS) API

% 3¥: Rapid OFS (ROFS) is an internal APl used by RDS. The term ROFS is not used in the web user interface or CLI.

The Rapid OFS (ROFS) APl is an application programming interface that allows disk-based devices like the DR Series
system to natively integrate with the Dell Quest NetVault Backup. For example, because the DR Series system supports
both data deduplication and replication, the ROFS API allows these supported DMAs to use the DR Series system
appliance features and duplicate the optimized data from one storage appliance to another.

Unlike replication configured directly on the DR4x00 for CIFS and NFS, the ROFS API allows the Data Management
Application (DMA) to be aware of the replication copy. The ROFS API allows the DMA to restore directly from any
DR4x00 that are on the same subnet and can communicate with each other.

The ROFS API enables the writing of data to disk and allows NVBU (the DMA) to interact with the DR Series system (the
data backup and deduplication device) using the ROFS API.

DR Series System and Data Operations

Data is stored and resides on the Dell DR Series system, a two-rack unit (RU) appliance, which comes preinstalled with
the system software. Starting with the 2.0 release. the DR Series system comes in two types:

* DRA4000 system: This consists of preinstalled DR4000 system software on a Dell PowerEdge R510 appliance
platform.

* DR4100 system: This consists of preinstalled DR4000 system software on a Dell PowerEdge R720xd appliance
platform.

The DR Series system consists of a total of 14 drives. Two of these drives are 2.5-inch drives that are configured as a
Redundant Array of Independent Disks (RAID) 1 on the RAID Controller and this is considered to be volume 1. In the
DR4000 system, these drives are internal, while in the DR4100 system, these drives are accessible from the rear. The
data that is being backed up is stored on the 12 virtual disks that reside on the DR Series system appliance. This release
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also supported additional storage in the form of external expansion shelf enclosures (see the DR Series Expansion Shelf
section in this topic). The hot-swappable data drives that are attached to the RAID controller are configured as:

* 11drives that operate as RAID 6, which act as virtual-disks for data storage (drives 1 - 11).
* The remaining drive (drive 0) acts as the dedicated hot-spare drive for RAID 6 for the system.

The DR Series system supports RAID 6, which allows the appliance to continue read and write requests to the RAID
array virtual disks even in the event of up to two concurrent disk failures, providing protection to your mission-critical
data. In this way, the system design supports double-data drive failure survivability.

If the system detects that one of the 11 virtual drives has failed, then the dedicated hot spare (drive slot 0) becomes an
active member of the RAID group. Data is then automatically copied to the hot spare as it acts as the replacement for
the failed drive. The dedicated hot spare remains inactive until it is called upon to replace a failed drive. This scenario is
usually encountered when a faulty data drive is replaced. The hot spare can act as replacement for both internal
mirrored drives and the RAID 6 drive arrays.

[& 1: DR4000/DR4100 System Drive Slot Locations

Drive 0 (top) Drive 3 (top) Drive 6 (top) Drive 9 (top)
Drive 1 (middle) Drive 4 (middle) Drive 7 (middle) Drive 10 (middle)
Drive 2 (bottom) Drive 5 (bottom) Drive 8 (bottom) Drive 11 (bottom)
DR Series Expansion Shelf

Each DR Series system appliance supports the installation and connection of up to two Dell PowerVault MD1200 data
storage expansion shelf enclosures. Each expansion shelf contains 12 physical disks in an enclosure, which provides
additional data storage capacity for the basic DR Series system. The supported data storage expansion shelves can be
added in 1 Terabyte (TB), 2 TB, or 3 TB hard drive capacities.

The physical disks in each expansion shelf are required to be Dell-certified Serial Attached SCSI (SAS) drives, and the
physical drives in the expansion shelf uses slots 1 - 11 configured as RAID 6, with slot 0 being a global hot spare (GHS).
When being configured, the first expansion shelf is identified as Enclosure 1 (in the case where two enclosures are
added, these would be Enclosure 1 and Enclosure 2). Adding an expansion shelf to support the DR Series system
requires a license. For more information, see Expansion Shelf Licenses. For more general information about the
supported storage enclosures, see support.dell.com/manuals.

3¥: The 300 Gigabyte (GB) drive capacity (2.7 TB) version of the DR Series system does not support the addition of
expansion shelf enclosures.
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% 3¥: If you are running a DR4000 system with an installed release of system software prior to 2.1, and you intend to
upgrade to release 2.1 system software and install an external expansion shelf (or shelves), Dell recommends that
you observe the following best practice sequence of operations to avoid any issues:

* Upgrade the DR4000 system with the release 2.1 system software
* Power off the DR4000 system (required for 2.1 with Dell OpenManage 7.1)
» Connect the external expansion shelf (or shelves) with cabling to the DR4000 system
* Power on the external expansion shelf (or shelves)
* Power on the DR4000 system
% 3¥: If you install an expansion shelf enclosure to support a DR Series system, each shelf must use physical disks

that have a capacity equal to or greater than each DR Series system internal drive slot capacity (0 - 11) that they
are supporting.

2: DR4100 System Expansion Shelf (MD1200) Drive Slot Locations

Drive 0 (top) Drive 3 (top) Drive 6 (top) Drive 9 (top)
Drive 1 (middle) Drive 4 (middle) Drive 7 (middle) Drive 10 (middle)
Drive 2 (bottom) Drive 5 (bottom) Drive 8 (bottom) Drive 11 (bottom)

Understanding About Adding a DR Series Expansion Shelf

The 2.0 release of the DR Series system appliance allows you to connect up to two Dell PowerVault MD1200 data
storage expansion shelf enclosures to provide additional data storage capacity beyond the capacity of the basic DR
Series system. Supported data storage expansion shelves can be added in 1 Terabyte (TB), 2 TB, or 3 TB hard drive
capacities. The process for adding an expansion shelf requires the following:

% 3E: The 300 Gigabyte (GB) drive capacity (2.7 TB) version of the DR Series system does not support the addition of
expansion shelf enclosures.

* Physically adding or installing the expansion shelf (for more information, see Adding a DR Series System
Expansion Shelf)

» Cabling the expansion shelf to the DR Series system (for more information, see DR Series System - Expansion
Shelf Cabling)

* Installing the license for an expansion shelf (for more information, see Installing an Expansion Shelf License)

Supported Software and Hardware

For a complete list of the latest supported software and hardware for the DR Series system, Dell recommends that you
see the Dell DR Series System Interoperability Guide at support.dell.com/manuals. For example, the Dell DR Series
System Interoperability Guide lists the following supported hardware and software categories:
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* Hardware

- BIOS
- RAID controllers
- Hard drives (internal)
- Hard drives (external)
- USB flash drives
- Network interface controllers
- iDRAC Enterprise
- Marvell WAM controller
» Software

- Operating System

- Supported backup software

- Network file protocols and backup client operating systems
- Supported web browsers

- Supported system limits

- Supported OST software and components

- Supported RDS software and components

Terminal Emulation Applications

To access the DR Series system command line interface (CLI), the following terminal emulation applications can be
used:

*  FoxTerm
*  Win32 console
*  PuTTY

* TeraTermPro

% 3F: The listed terminal emulation applications are not the only ones that works with the DR Series system. This list
is only intended to provide examples of terminal emulation applications that can be used.

DR Series — Expansion Shelf Cabling

Each DR Series system appliance is capable of supporting additional storage capacity and install and connect up to two
Dell PowerVault MD1200 data storage expansion shelf enclosures. Each of the expansion shelf enclosures contains 12
physical disks that provide additional data storage capacity for a basic DR Series system. The supported data storage
expansion shelves can be added in 1 Terabyte (TB), 2TB, or 3TB hard drive capacities. figure 1and Figure 2display the
recommended method for cabling between the DR4000/DR4100 PERC controller card to the appropriate connectors on
the rear of the Dell PowerVault MD1200 expansion shelf enclosure.

% 3¥: The 300 Gigabyte (GB) drive capacity (2.7 TB) version of the DR Series system does not support the addition of
expansion shelf enclosures.

Make sure that the Dell PowerVault MD1200 front panel selector switch is set to its Unified mode (with the switch set to
its “up” position, indicated by a single Volume icon). figure 1 shows the SAS In ports on the Enclosure Management
Module (EMM) on the rear of the Dell MD1200. Figure 2 shows the recommended redundant path cabling configuration,
which includes cable connections from both PERC H800 connectors on the DR4000 system (or the PERC H810 on a
DR4100 system) to the two SAS In ports on the EMM rear chassis of the Dell PowerVault MD1200.

If you plan on installing the second of the two supported expansion shelf enclosures in Release 2.0, then the two SAS In
ports on the rear chassis of the EMM on the second enclosure are daisy-chained to the two SAS Qut ports on the EMM
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rear chassis on the first enclosure. This is considered a redundant mode connection via the SAS In/Out connectors on
the enclosures with the DR Series system appliance.

If you install a second enclosure and cable it as described here, make sure to set the enclosure mode switch on the
MD1200 front chassis to the top (unified mode) positions. For more information, see De// PowerVault MD1200 and
MD1220 Storage Enclosures Hardware Owner's Manual at support.dell.com/manuals.

& 4: Unified Mode Daisy-Chained Redundant Path Dell PowerVault MD1200 Enclosures
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[& 5: SAS Port and Cable Connections (Dell PowerVault MD1200 EMM)

1. SAS cable
2. pull-tab

%%/ DR Series REtH R4

%73 DR Series REELEY RBEHNIEF =N KEKES, SISEREX=MESFREERLMMMNBIREFRSE:

é%@l’%?ﬁ%ﬁ%ﬂ*ﬁﬁ%i DR Series REGHIFTBRLYE (BX{ES, 1HS 0% DR Series &% - 3 R24L7h
£/ Storage (7#fi#) TUELRMMFABUEY RIENIE (AREFRXSLLFITIREAD ©

© AT RENIERE Dell iFAIE (BXER, HESRRET RELRD .

EIEH R LEHIAERNZE DR Series &%, B TR1E:

1.

ESAE R & 3 Storage (Ffi%) .

LEBTIE & 7R Storage (Ff#) TE (WEBRILECERERBT RENIEBRLD .

7E Physical Storage (#JI272%) B4&HY Physical Storage (HIEHEME) WEXRD, BH5ERMANIERERT
R #J Configured (S2EE) Fdhay Add CRID  (BREVHAERASA Not Configured (RECE) )

ItE A4 & 7= Enclosure Addition (HLAERAND IHEHE, HAIERAEVAERMEAE, MARSEHNRMEMNRLIE
{21k, FHEREEE OK (M) 4kiEar s E Cancel (BUH) BikTiE.

B 0K (FAZE) kL5 DR Series RGLRMHLIE,

iR B Cancel (BGED , RMEEFRY, FHER Storage (Fi%) TiE.

WMRET 0K (FAE) , FE 7R Enclosure Addition (HLAERM) FHEIE, IERITIETEEZTE 10 HihEdE
7 EETERK -

LEBT4% 2 7~ System Status (RZEIRZE) IHEE, HPBRUITER: The system is currently adding an
enclosure. Please walit for this process to complete and the system to become operational. ( Z%t 8 IEZE7R N

HltE. FEFFILIETR, RETERERRR

B IFE R CRMHAE, 1553 Dashboard ({XFR4R) — Health GEITHRR)

I EH% &R Health GEITIRR) THE, SNEMEZEHEENT RENEHNEGHENIERF, EFER
FERTQS (G, MRERERMMIE, FE/RAEMERF: Enclosure1 (#14E 1) FA Enclosure 2
(FFE2 O .
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Eq £ R Enclosure (Hl4E) EMFARRETREREDS, MWHAENHIERERRD (G EMRERE
EE) .
6. ARIYRIMNIESRS, EWHRTEYT RITANE.
BAXEZER, FERARET RETHIE.
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3
Setting Up the DR Series System

Before you can interact with the DR Series system using one of its two supported methods: the web-based DR Series
system graphical user interface (GUI) using a web browser or the command line interface (CLI) and a terminal emulator
application (for example, PuTTY), you must first ensure that it is properly set up. For more information about properly
setting up the DR Series system, see the following links. For more information on the DR Series system CLI commands,
see the Dell DR Series System Command Line Reference Guide.
PSR

Logging in Using a Web Interface

Interacting with the DR Series System

Logging in and Initializing the DR Series System

Networking Preparations for the DR Series System

Interacting With the DR Series System

You interact with the DR Series system using its web-based graphical user interface (GUI) through a browser-based
connection. The DR Series system GUI provides a single, comprehensive data management interface that lets you
create new data containers, modify or delete existing containers, and perform a number of data-related operations
using its features and settings.

3E: A second method for interacting with the DR Series system is by using its command-line interface (CLI) via a
terminal emulator application (for example, PuTYY).

You can create and manage containers that are the repositories where you store your backup and deduplicated data. A
data container is a shared file system that is imported using a client, and is accessible via NFS or CIFS filesystem
protocols.

The DR Series system provides real-time summary tables, detail tables, and graphs that let you monitor the status of the
data capacity, storage savings, and the throughput of the containers you are managing using its set of GUI features.

Networking Preparations for the DR Series System

Before you can start using the DR Series system, ensure that you have satisfied the following networking prerequisites:

* Network: An active network is available using Ethernet cables and connections.

% 3F: If your DR Series system is equipped with a 1-GbE NIC, Dell recommends using CAT6 (or CAT6a) copper
cabling. If your DR Series system is equipped with a 10-GbE NIC, Dell recommends using CAT6a copper
cabling.

% 3F: If your DR Series system is equipped with a 10-GbE enhanced small form-factor pluggable (SFP+) NIC,
you must use Dell-supported SFP+ LC fiber-optic transceivers or twin-axial cabling.

* [P Addresses: You need to make sure to have IP addresses that you use for the DR Series system. The DR Series
system ships with a default IP address and subnet mask address, which should only be used for an initial system
configuration.

% 3F: You need to have an IP address available to replace the default IP address if you choose the static
mode of IP addressing, or select to use the DHCP mode of IP addressing.
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To perform an initial configuration, you need:

- An IP address for the system

- Asubnet mask address

- Adefault gateway address

- A DNS suffix address

- Aprimary DNS server IP address

- (Optional) A secondary DNS server IP address

NIC Connections: To configure NIC connection bonding remember that, by default, the DR Series system will
configure its NIC interfaces together as a bonded team (and only one IP address is needed because the bonded
NICs assume the primary interface address). NIC connection bonding can use either of these configurations:

- Adaptive load balancing (ALB), which is the default setting, does not require any special network switch
support. Ensure that the data source system resides on the same subnet as the DR Series system. For
more information, see Configuring Networking Settings.

- 802.3ad or dynamic link aggregation (using the IEEE 802.3ad standard). 802.3ad requires special switch
configuration before using the system (contact your network administrator for an 802.3ad configuration).

% 3F: To configure a 10-GbE NIC or 10-GbE SFP+ bonded configuration, connect only the 10-GbE/10-GbE SFP+
NICs. You can use the new Advanced Networking feature available on the command line interface to
modify the default factory configuration.

DNS: you need a DNS domain available, and you need to know the primary DNS server IP address (and a
secondary DNS server IP address, if you choose to configure one).

Replication ports: the replication service in the DR Series system requires that enabled fixed ports be configured
to support replication operations that are to be performed across firewalls (TCP ports 9904, 9911, 9915, and 9916).

For more information about replication ports, see Managing Replication Operations, and for more information
about system ports, see Supported Ports in a DR Series System.

ﬁ 3¥: For the latest details about supported hardware and software for the Dell DR Series system, see the
Dell DR Series System Interoperability Guide at support.dell.com/manuals.

% 3F: For information about ports needed for OST operations, see Understanding 0ST.

Connections for Initializing a DR Series System

There are two supported methods for connecting to the DR Series system for logging in and performing the initial system
configuration via the DR Series system CLI:
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Local console connection: this is a local access connection made between a local workstation and the DR
Series system (with one connection made to a USB keyboard port on the DR Series front/rear chassis, and a
second connection made to the VGA monitor port on the DR Series system rear chassis. (See Figure 3 for
locations in the DR Series System Rear Chassis Port Locations in the Local Console Connection.)

iDRAC connection: this is a remote access connection made between an integrated Dell Remote Access
Controller (iDRAC) and the dedicated management port on the DR Series system rear chassis. (See Figure 3 for
locations in the DR Series System Rear Chassis Port Locations in the Local Console Connection.)
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Local Console Connection

To configure a local console connection, you must make the following two rear chassis cable connections:

* VGA port and your video monitor
* USB port and your keyboard

To make local console cable connections for the DR4000 and DR4100 system appliances, complete the following:
1. (DR4000 system appliance) Locate the VGA monitor port and the USB ports on the back of your system. See Figure 3

for the VGA and USB port locations and complete steps 1to 4. For the DR4100 system appliance, skip to step 5.

2. Connectthe video monitor to the VGA port on the back of your system (see item 1 in the DR4000 System Rear
Chassis Port Locations table).

3. Connectthe USB keyboard to one of the two USB ports on the back of your system (see item 3 in DR4000 System
Rear Chassis Port Locations table).

4. Youare now ready to perform initialization using the DR Series system CLI login process. For more information, see
Logging in and Initializing the DR Series System.

[l 6: DR4000 System Rear Chassis Port Locations

ltem Indicator, Button, or Connector Icon Description

1 Video connector [ Connects a VGA display to the system.

2 iDRACG Enterprise port Q‘e Dedicated management port for the iDRAC6
Enterprise card.

3 USB connectors (2) - Connects USB devices to the system. The ports are
USB 2.0-compliant.

4 Ethernet connectors (2) ﬁ Embedded 10/100/1000 NIC connectors.

5 Ethernet Connectors (2) on 1-GbE/10-GbE/10-GbE SFP+ Ethernet Port

expansion card

To make local console cable connections for the DR4100 system appliance, complete the following:
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3¥: The DR4000 system supports up to four 1 - GbE ports or up to two 10 - GbE ports; for the 1 - GbE ports,
these are two internal LAN on Motherboard (LOM) ports referenced in item 4 above that reside on the
motherboard, and two ports on an expansion card referenced in item 5 above. If the DR4000 system is using
the two 10 - GbE ports, these reside on an expansion card referenced in item 5 above.

(DR4100 system appliance) Locate the VGA monitor port and the USB ports on the back of your system. See Figure 3

for the VGA and USB port locations and complete steps 5 to 8.

Connect the video monitor to the VGA port on the back of your system (see item 2 in the DR4100 System Rear
Chassis Port Locations table).

Connect the USB keyboard to one of the two USB ports on the back of your system (see item 3 in the DR4100
System Rear Chassis Port Locations table).

You are now ready to perform initialization using the DR Series system CLI login process. For more information, see
Logging in and Initializing the DR Series System.

1 m . II.IIIIIIIIIIII'.] 4' [‘IIII.IIIIIIIIIJT

[ 7: DR4100 System Rear Chassis Port Locations

Item Indicator, Button, or Connector lcon Description
1 iDRACT7 Enterprise port Q\e Dedicated management port for the iDRAC7
Enterprise card (port is available only if an iDRAC7
Enterprise license is installed on your system).
2 Video connector [ Connects a VGA display to the system.
3 USB connectors (2) - Connects USB devices to the system. The ports are
USB 2.0-compliant.
4 Ethernet connectors (4) ﬁ Four integrated 10/100/1000 NIC connectors, or four
integrated connectors that include:
- Two 10/100/1000 Mbps NIC connectors
- Two 100 Mbps/1 Gbps/10 Gbps SFP+/10-
GbE T connectors
5 PCle expansion card slots (3) Connect up to three full-height PCI Express
expansion cards
6 Hard drives (2) Provides two hot-swappable 2.5-inch hard drives

3¥: The DR4100 system supports up to six 1 - GbE ports or up to two 10 - GbE ports. For the 1 - GbE ports,
these are four internal LAN on Motherboard (LOM) ports referenced in item 4 above that reside on the
network daughter card (NDC), and two additional ports on a PCI Express expansion card referenced in item 5
above. If the DR4100 system is using the two 10 - GbE ports, these ports reside on the NDC.
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iDRAC Connection

The iDRAC connection requires a network connection between the integrated Dell Remote Access Control (iDRAC)
management port on the DR Series system and another computer running the iDRAC remote console sessionin a
supported browser. The iDRAC provides remote console redirection, power control, and the out-of-band (00B) system
management functions for the DR Series system. iDRAC connections are configured using console redirection and the
iDRAC6/7 web interface. The login values you can use for making iDRAC connections are:

* Default username: root
* Default password: calvin
* Default static IP address: 192.168.0.120

For information on how to configure the iDRAC, see the Dell RACADM Reference Guides at support.dell.com/manuals
and Accessing iDRAC6/iDRAC7 Using RACADM.

When the Dell DR Series System splash screen is displayed, you are ready to begin initialization using the DR Series
system CLI login process. For more information, see Logging in and Initializing the DR Series System.

Logging in and Initializing the DR Series System

Use the DR Series system CLI and the Initial System Configuration Wizard to log in to and initialize the system. After
completing a local console or iDRAC connection, log in to the DR Series system CLI:

1. Launch aterminal emulator application (like PuTTY), and type the default IP address for the DR Series system (if
you are not using iDRAC or local console).
2. Atthe login as: prompt, type administrator, and press <Enter>.

3. Atthe administrator@<system_name> password: prompt, type the default administrator password (StOr@ge!), and
press <Enter>.

The Initial System Configuration Wizard window is displayed.

[& 8: Initial System Configuration Wizard Window

4. To configure the network settings, type y (for yes), and press <Enter>.
5. To configure the use of the default IP address that ships with the system, choose to use static IP addressing.

To do this, at the DHCP prompt, type no (this selects static IP addressing), and press <Enter>.

3F: When you select static IP addressing, you are prompted to type the static IP address (for example, you
could use the default IP, 10.77.88.99) for the system, and press <Enter>. If your network supports the use of
DHCP, type yes at the DHCP prompt, press <Enter>, and respond to any prompts.

6. To configure a subnet mask address, type the subnet mask address you want to use (for example, you could use
the default subnet mask address, 255.0.0.0), and press <Enter>.
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7. To configure a default gateway address, type the default gateway address you want to use (for example,
10.10.20.10), and press <Enter>.

8. To configure a DNS Suffix, type the DNS suffix you want to use (for example, storage.local), and press <Enter>.

9. To configure a primary DNS server IP address, type an IP address you want to use for the primary DNS server (for
example, 10.10.10.10), and press <Enter>.

10. (Optional) To configure a secondary DNS server IP address, type y (for yes), and press <Enter>.
If you responded yes, type an IP address you want to use for the secondary DNS server (for example, 10.10.10.11),
and press <Enter>.

11. To change the default host name (for example, the serial number of the DR Series hardware appliance), type y (for
yes) and press <Enter>.
If you responded yes, type the host name you want to use, and press <Enter>. After you configure your host name
response, the current system settings are displayed.

12. To acceptthese settings, type y (for yes), and press <Enter>.

13. If you want to change any of these settings, type n (for no), and press <Enter>. Modify the settings as needed, and
press <Enter>.

When completed, a successful initialization message is displayed.

14, Atthe prompt, type exit and press <Enter> to end the DR Series system CLI session.

You are now ready to log in to the system using the DR Series system GUI.

% 3¥: Before you log into the system using the DR Series system GUI, make sure to register it in the local Domain
Name System (DNS) for your network so that it is a DNS-resolvable entry.

% 3¥: At this point, you could modify the bonding mode to use 802.3ad, if this configuration is available in your
network.

{§£ F§ RACADM 1ij18] iDRAC6/iDRAC7

AT LAE A RACADM N FIFERE, BT & T SSH = Telnet A5 Ei/7/] iDRAC6/iDRACT. RACADM (IEFZifyialzsl
22EE) 2 Dell FAHN— 1S ITARRER, WiLEREMBECESEM Dell Remote Access Controller (iDRAC) 3%
A4, DR ETHINETRINGE .

iDRAC FEE&—NMEHIER, HAEECHAER. NE. MEEE, URRZR&EHENR. ZFrAILRSEH
MEEIEGFI A TR Web JSIHEHHSITRE, BTHEFESE, BN RIGEMZEEHSIhEEREE R
%, FAANEIGEAAIEE AT E —#.

] A F#E37 iDRAC EZEMERENT:
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BXELEE, 1527 support.dell.com/manuals =HI RACADM Reference Guides for iDRAC (157 iDRAC £9
RACADM 2275 )  Integrated Dell Remote Access Controller 6 (iDRAC6) User Guide (Z/%z¢ Dell Remote Access
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Remote Access Controller 7 (iDRAC7) J5 F15/% ) -

Logging in Using a Web Interface

To log in to the DR Series system using a browser-based connection, complete the following:
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% 3¥: This procedure describes the logging in process from a first-time perspective, starting with the Customer
Registration and Notification page, the completion of the Initial System Configuration Wizard process, and the
Initial Software Upgrade page.

1. Inasupported web browser, type the IP address or hostname of the system in the browser Address bar, and press
<Enter>.

The DR Series System Login page is displayed.

% 3¥: The DR Series System Login page may display a warning message if the web browser you are using does
not properly support the DR Series system. If you are running a Microsoft Internet Explorer (IE) 8 or later web
browser, make sure that you disable the Compatibility View. For more information about disabling the
Compatibility View settings, see Disabling the Compatibility View Settings. For more information about the
supported web browsers, see the Dell DR Series System Interoperability Guide, Release 2.0.0.0.

% 3F: For best results when using |IE web browsers in combination with supported Windows-based servers,
ensure that Active Scripting (JavaScript) is enabled on the Windows client. This setting is often disabled by
default on Windows-based servers. For more information on enabling Active Scripting, see Enabling Active
Scripting in Windows IE Browsers.

% 3F: If you want to reset your login password, click Reset Password on the DR Series System Login page. The
Reset Password dialog is displayed.
The reset options displayed depend on the password reset option you configured earlier. For more information
see, Modifying Password Reseting Options.

By default, the service tag option is displayed. In Service Tag, enter the service tag number ID for the system,
and click Reset Password to reset the system password back to its default setting (or click Cancel to return to
the DR Series System Login page).

2. InPassword, type StOr@ge! and click Log in or press <Enter>.
The Customer Registration and Notification page is displayed. Before you can begin using the DR Series system
graphical user interface (GUI), you need to properly register the system with Dell. In addition, this page also allows
you to sign up for notifications about appliance alerts and system software updates. For more information, see
Registering a DR Series System.

3. Inthe Settings pane of the Customer Registration and Notification page, complete the following:
a) In Contact Name, enter a system contact name.
b) In Relay Host, enter a hostname or IP address for the relay host.
c) In Email Address, enter an email address for the contact.
d) Select Notify me of DR4000 appliance alerts to be notified about system appliance alerts.
e) Select Notify me of DR4000 software updates to be notified about system software updates.
f) Select Don't show me this again to not display the Customer Registration and Notification page again.
g) Click Confirm to have the DR Series system accept your settings (or click Skip without configuring any settings)
to proceed with initialization.

The Initial System Configuration Wizard page is displayed.
4, To start the initial system configuration process, click Yes.

The Initial Configuration — Change Administrator Password page is displayed.

% 3¥: If you click No, you will bypass the initial system configuration process, and the DR Series system
Dashboard page is displayed. However, when you next log in to the DR Series system, you will be prompted to
perform the initial system configuration process again with the Initial System Configuration Wizard page is
displayed.

5. Inthe Settings pane of the Initial Configuration — Change Administrator Password page, complete the following:

a) In Current Password, enter the current administrator password.
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b) In New Password, enter the new administrator password.

c) In Retype New Password, enter the new administrator password again to confirm it.

d) Click Nextto continue with the initial configuration process (or click Back to return to the previous page, or
click Exit to close the Initial System Configuration Wizard).
The Initial Configuration — Networking page is displayed.

In the Settings pane of the Initial Configuration — Networking page, complete the following:

a) In Hostname, enter a hostname that meets the hostname naming convention: A-Z, a-z, 0 - 9, the dash special
character (-), within a maximum 19 character limit.

b) In IP Address, select the Static or DHCP mode of IP addressing, and if planning to use a Secondary DNS, enter
an IP address for the secondary domain name system.

c¢) InBonding, select the Mode choice from the drop-down list (ALB or 802.3ad).

Dell recommends that you verify the system can accept your bonding selection type. The connection will be
lost unless itis correctly configured. For more information, see Configuring Networking Settings.

d) InBonding, enter the MTU value for the maximum transmission unit (the MTU accepts values between 512 and
9000). For more information, see Configuring Networking Settings.

e) In Active Directory, enter a fully qualified domain name for the Active Directory Services (ADS) domain in
Domain Name (FQDN), enter an organization name in Org Unit, enter a valid ADS username in Username, and
enter a valid ADS password in Password.

For more information, see Configuring Active Directory Settings.

3¥: If an ADS domain has already been configured, you will not be allowed to change the values for the
Hostname or IP Address settings.
f)  Click Next to continue with the initial configuration process (or click Back to return to the previous page, or
click Exit to close the Initial System Configuration Wizard).

The Initial Configuration — Date and Time page is displayed.

3E: If the Microsoft Active Directory Services (ADS) domain has already been configured, the Initial
Configuration — Date and Time page will not display.

In the Settings pane, select the Mode choice (NTP or Manual).

a) Ifyou select NTP, accept or revise the NTP servers as desired (you are limited to only three NTP servers), and
in Time Zone, select the desired time zone from the drop-down list.

b) If you select Manual, in Time Zone, select the desired time zone from the drop-down list, click the Calendar icon
and select the desired day in the month, and adjust the Hour and Minute sliders to the desired time (or click
Now to choose the current date and time), and click Done.

c) Click Next to continue with the initial configuration process (or click Back to return to the previous page, or
click Exit to close the Initial System Configuration Wizard)

For more information, see Configuring System Date and Time Settings.

ﬁ 3¥: Dell recommends using NTP when the DR Series system is part of a workgroup and not part of an domain.
When the DR Series system is joined to a domain, such as the Microsoft Active Directory Services (ADS)
domain, NTP is disabled.

The Initial Configuration — Summary page is displayed.

The Initial Configuration — Summary page displays a summary of all of the initial configuration changes you have
made. Click Finish to complete the Initial System Configuration Wizard (or click Back to return to a previous page to
change a setting).

The Initial Software Upgrade page is displayed and prompts you to verify the current installed system software
version.

Click Dashboard in the navigation panel,
The DR Series system main window consists of the following components:

- Navigation panel
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- System Status bar
- System Information pane
- Command bar

3¥: Located on the DR Series System Dashboard page command bar, you can display the Help system
documentation by clicking Help, or logout of the system by clicking Log out.

% 3¥: When logged in, a Logout Confirmation dialog is displayed after 45 minutes of non-use. This dialog displays for
30 seconds before the DR Series system performs a forced timeout. Click Continue to reset the 45-minute logout
timer. If you do not click Continue before the 30-second interval elapses, the DR Series system logs you out. You
must log in again to resume using the DR Series system features and GUI.

Before managing data using the system navigation panel options, you should understand the options and capabilities
you can use. The navigation panel contains the following sections that let you manage your data:

* Dashboard

» Storage

* Schedules

» System Configuration
* Support

Registering a DR Series System

Before you can start using the DR Series system using its graphical user interface (GUI) for the first time, you must
properly register the system with Dell by completing the Customer Registration and Notification page. In addition to
registering your system, you can also sign up to be notified about appliance alerts and system software updates. The
Customer Registration and Notification page is displayed when you initially log into a Release 2.0 DR Series system using
a web interface connection, and it consists of the following text boxes and check boxes in the Settings pane:

* Contact Name

* Relay Host

* Email Address

* Notify me of DR4100 appliance alerts

% 3E: If this check box is selected, you are notified of all warning and critical severity system alerts, which
are the types that may require user action. For more information, see Displaying System Alerts.

* Notify me of DR4100 software updates

% 3¥: If this check box is selected, you are notified by Dell about any new system software upgrades or
maintenance releases. For more information, see Software Upgrade Page and Options.

* Don't show me this again

% 3%: DR4000 systems that run system software versions earlier than 2.1 that later upgrade to the 2.1 release see this
screen display when logging into the DR Series system after the upgrade process.

To register a DR Series system:

In Contact Name, enter the name of the DR Series system contact.

In Relay Host, enter the hostname or IP address for the DR Series system email relay host.

In Email Address, enter an email address for the system contact.

To be notified about DR4000 appliance alerts, select the Notify me of DR4000 appliance alerts check box.
To be notified about DR4000 software updates, select the Notify me of DR4000 software updates check box.

To not display the Customer Registration and Notification page again, select the Don't show me this again check
box.

@ o1 w DN =

42



7. Click Confirm for the DR Series system to accept your values (or click Skip) to proceed to the Initial System
Configuration Wizard page.
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{# 3 Dashboard Events ({YZRAREH) %I

{5 i Dashboard (¥ F&4R) TE MM ALZITITIRA
FRMNERERAGEYE

T % Dashboard ({XFRAR) 1%

DR Series RGIR I T —HMiEl, ATAPESEEEENNOEXAGNENER. SMER (BRAET
Dashboard ({F4x> TiM) AY Dashboard ({{FHR) A SFIEHAIMNARGRTS, HIBHUTRRIE GEF
B ERENFTHE) -

Alerts CE38)

Events ()

Health GE1THRH)

Usage (fEMTER)

Statistics: Container (Ziit{52: A8
Statistics: Replication (ZiHER: &&))

ETRGER

ERR Alerts (Z3R) T, i5Hd Dashboard ({XFRIR) — Alerts (BEIR) , & Dashboard (TR T
H_E &Y Number of Alerts (ZE3R%0) #%3%.

Alerts () TTHETEERYFNX (FIMEEXEFAX) « EREMBZFERBER, ZRLVERE
RGER, SRESLERNESIS. HEEMERAEREE.

RN EEZHERARGER, FOEBRE, SNHEREEER. BXEZER, B3 HLMNRSEE
iR
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Events ()

DR Series 2GR TAMA X B TE Events (B TTEHPERYSITNERSH:

+ B Dashboard ({3=#%) — Events (ZE) .
B Dashboard ({F#R) Tim =AY Number of Events (E4FHD $E#E.

Events (SF) TIEIEH T — EventFilter (BH-FiksS) &A%, AIMRBANESEHEM LRI HIARLER
REIRERRERNERESN. RERRFME, B StartFiter (FFiaTHIER) BRI ERSAMREMTENSE
.

EECHE M RN Events (B ERP, APIHTESMEXERFHELENREEHE8, HigRU
TREEXEMEEMRGSEH:

- %32
FHEEY. PE, SERER

- EHER

- HE (REBHOEESR)

fE Events (EfH) WET, RE|EUTARARERGEFHAE (RERNFAREEN) RERREMS:

7€ Event Severity (ZEHTEM) &, NTRIFENFIEFEERROEH™EM: ALL (£3) |
CRITICAL (/=) . WARNING (%) FINFO (E8) .

7£ Message Contains GHEER) #, MIAZEFHEHEXATHZENFIRHFFE (DR Series RS
RIBEFMANASHITAIX S KNS HILEERE) .

7 Timestamp From (BB F1RETED &, FEFERPMALIRATESEEHREFREERBMX, FH
Hour <IJ\Egi) F1 Minute (4349 BERIMNRIARTIE, LB Now (E7E) B LaIRtE, R8RS
Done (5ERK) -

51F Timestamp To (BHEIEZERATED , EFERPMANLIHEFERALEBREREER MR, FH
Hour (/J\EEJ%) F1 Minute (43$f) /BRIMANLERATE, LEADE Now (I7E) & E HAIRtE, REERE
Done (5ERK) -

- 8 StartFiter FFATME) BRSFEEHLRNSIERER, RB® Reset (BB BHARRRY
B & HE HERIA .
AT ERGEMENRATH L RS REESHIIRT, BXESER, WAL RGEHAER

Health GGE{TARA)

AT UE A Health GEfTHR) TIHE S/<F2E DR Series % DR4000 1 DR4100 B9 4 BT GESHE 1 f1E
2 .

ER/R Health GEITHRA) TiME, 5% Dashboard ({XFR4R) — Health (GEfTIRA) . (& Dashboard
(YRR TUE LA HW State (EHIRAS) 5%, XEAMAASARRETE, HPLERASEG (URR
ROEMBREFET RENE) WK,

LREMF T RILFIZAKER, Health CEITHR NHRZEE=METF (fign: System (&
%) . Enclosure1 (#14E 1) F1 Enclosure2 (Hl4E2) ) . MRKRBET R, MWERBR—MEW* (System
(R%) ) &
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ZIABEARAT, BE—1ER System (%) k£, EdFETEESMEGAGHUTESE:
DR Series Z2gt4H {4
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E1T

KRR TIERY System (R%E) i

R TAE (DR4000 RZEFNLAH)

Help | Log out

Chassis: Rear View

Help | Log out

Chassis: Rear View

TEIRFd, THEAIESRF System Hardware Health (RGEREHIE

TR REERAFHEBENRS (BXREKNE, H2RAE1MED .

« WFEETE (B -
« HFEEWE (B -
o BERGAERIEENE <!1%)
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System Hardware Health (RZBEHEITIRKL * - EME& DA EE G FHEGNHEIKE:

- Power Supplies (FLRIE®E) - KRS, BRFLE

- Fans (ﬂﬁ) '{ku..\ %fﬁ"\\ ¢rfﬂ$TiR%

- Temperature GRE) - IR7S. KFRFEE

- Storage (7% - FEITHIE, FHRENHEE. FHYIEHE. FHITHSHOIEFERES
E i FRHTHIREMIRS B R A Ready (B4 X Charging (B , BERTAZEN

SIBZE. TREEHIZS Rt TR Z ATAVIRES .

- Voltage (BBE) - K7 BFR. HEMIRET AR

- NIC (MO - K. B KBMRE

- CPU (FRLIPRR) - KESFMBIR

- DIMM (RFNEHHAFER) RS, BIRFEER B

- NVRAM (FEZkIEREHIFIEI7Z1588) - NVRAM CIRZAS. &R, $RiR. JRE. SSDIRZ. SSDIE
TR, SSD EfFRRA. FEFISMEMATA) ; NVRAM BRE RS CRE. 8. KE. BF

MEEEtEE)

Eq EEZETNBAFRIRTRE, SIRRT, EREARRERENANF L.

FRrBERG B AHIIRBAHZMR,. RESFMEAE TR System Hardware Health (RGEHEITR &
B, TRER=ZMHATRMAERSHE & RBERRIFIRA RS,

E#r BiER

u LB & R B EFR R AR SR EE LR ERSRE.

" LB B R BERRREFRSAEAUESKREERE RNEFEmEER -
@ LB & R B EFRR A RSAIEE B IR N LR EEEARSRIE (RNETEE
®) .

%Eﬁﬁﬂ*ﬂﬁ%% ERREHEXTHENE ZRESIEE, F8E System Hardware Health (REHREHE
TR E“Z’f%EPEI’H ( “7][1:'” I’fa_?) . BGEEMERFAHLES, FaE- ( “BS” BfF) . BEE
%L: %) 1%%"%.' IR T °

DR Series Z4iH4E

7 Health GZ{TIAR) TIEHAY Enclosure (#H14E) &I, TEAHIESFN System Hardware Health (ZR%REH
EBITRI REETT REVEREMRES (BXREKNE, FSHED .
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HARE (BB - B/R1-1 IEEhEEMAIEFIRE; IEEHEE 0 2 RAID 6 & A& AIRENES
HABUE (BB - EREAKBMNAEFRSUREEREESNALE

Service Tag (ARFBHRZ) - FIL AT REMRSIRE

System Hardware Health (RFEHZITRA) R - ER-T BREVFAETEEF TAGNYIIRE:

- Power Supplies (BBIRIE®E) - K&, BMRALE
- Fans (MED - K&, Bk REMFIRS
- Temperature GEE) - K. BRFEE

- Storage (Fi®) - FHEYIBEHE (KT, B, FIIS. KE. GHS KRS, FARKS. g
wAK A
- HUAEEIEBESR CRES. BFR. FRIRFTAN Nexus 1D

Usage (fER1ER)D

ERx Usage (FRAIBR) TiE, FESE Dashboard ({LFHWR)> = Usage (FAIER) . Usage (ERTER) T
HEE—RFIEDR, TRFIFRMET &, JHNRGEEZESR DR Series REFERBAGIHER, 81F:

Latest Range (/RS #A Displaylast.. (BR&E...) - XLEIRTRIEILIER Latest Range (F/FSE
) 3 Time Range (EHESEED ZRAZKIERIEE.

System Usage (REFEAIER) £k - IRIBIXIEH Latest Range (F/G5EE) = Time Range (BESE
B ‘EMERAZEAER, HAUTIERFFRR: CPULoad (CPU fa%k) . System (RE%) .
Memory (A7) . Active Processes (GEEIi#FZ) . Protocols (#1%) . Network (f#%) . Disk (#%
2 MAI (&8 .

i EﬁEAII (B ETIRE, RS BB PTESEEME RIETUA K R BB R EME X FR
GIERER. EERRRHABREAE R%*é%ﬂ, EERTTEAMERENR.

Viewing the Latest Range

The Usage page lets you filter the system usage statistics you want to view. To view the Latest Range statistics,
complete the following:

% 3¥: The Usage page also displays the Current Time Zone in use for the system.

1.
2
3.

48

Click the Latest Range option.
Select the desired Hours, Days, or Months duration in the Range pull-down list.
Enter the desired value in the Display last... drop-down list.

For the Hours duration, enter between 1 and 24 hours; for the Days duration, enter between 1 and 31 days; for the
Months duration, enter between 1 and 12.

Click Apply.

To view a specific set of usage statistics, click one of the seven desired tabs, or click All to display the entire set of
system usage statistical graphs.

The Usage page tabs include:

- CPU Load

- System

- Memory

- Active Processes
- Protocols

- Network



If you click All, the following set of statistics are displayed:

For information on viewing specific Time Range statistics on the Usage page, see Viewing a Specific Time Range.

- Disk
- All

CPU Load

System Usage

Memory Usage - Total
Memory Usage - Real

Active Processes - Total

NFS Usage - Total

CIFS Usage - Total

0ST Usage - Total

RDS Usage - Total

Network Usage

Socket Usage

Active Connections

Disk Usage - Meta Data

Disk Usage - Data Storage
Meta Data - Storage Capacity
Local Data - Storage Capacity

Viewing a Specific Time Range

The Usage page lets you filter the system usage statistics you want to view. To view a specific Time Range, complete

the following:

1.

3*: The Usage page also displays the Current Time Zone in use for the system.

In the Usage page, select the Time Range option.

2. Type the desired start date in Start Date (or click the calendar icon and make your date selection), or click Now to

select the current time (or use the Hour and Minute sliders to set a desired time), and click Done.

3. Type the desired end date in End Date (or click the calendar icon and make your date selection), or select the Set
“End Date” to currenttime to set the end date to the current day and time, or click Now to select the current
time (or use the Hour and Minute sliders to set a desired time), click Done, and click Apply.

The Usage page tabs include:

If you click All, the following set of statistics are displayed:

- CPU Load

- System

- Memory

- Active Processes
- Protocols

- Network

- Disk

- Al
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* CPU Load

» System Usage

* Memory Usage - Total

* Memory Usage - Real

* Active Processes - Total

* NFS Usage - Total

* CIFS Usage - Total

* 0ST Usage - Total

* RDS Usage - Total

* Network Usage

* Socket Usage - Total

* Active Connections

» Disk Usage - Meta Data

* Disk Usage - Data Storage
* Local Data Storage Capacity

For information on viewing the Latest Range statistics on the Usage page, see Viewing the Latest Range.

System Usage

This Usage page is where the DR Series system usage is displayed based on the Latest Time or Time Range values you
selected. System usage statistics are grouped and represented by the following tabs:

* CPU Load

* System

*  Memory

* Active Processes
*  Protocols

*  Network

* Disk

* Al

ﬁ 3E: If you click All, this displays system usage defined by the range and display options you select, and the file
system protocols you have configured. To view all of the displayed usage categories, use the scroll bar on the
right-hand side of the page.

The All tab displays the entire set of system status categories in graphic screen format (depending upon your file system
protocol type):

* CPU Load

» System Usage

*  Memory Usage - Total

*  Memory Usage - Real

* Active Processes - Total
* NFS Usage - Total

* CIFS Usage - Total

* 0ST Usage - Total

* RDS Usage - Total
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Network Usage

Socket Usage - Total
Active Connections

Disk Usage - Meta Data
Disk Usage - Data Storage

For more information, see Monitoring System Usage.

Statistics: Container Page

To display the Statistics: Container page, click Dashboard = Statistics: Container . This page lets you select from the
Container Name drop-down list, and based on the container you select, displays a variety of statistics for the specified
container:

% 3¥: The DR Series system polls for statistics every 30 seconds.

Backup Data pane: displays the current number of active files ingested (based on time/minutes) and the current
number of active bytes (mebibytes/MiB) ingested based on time in minutes. You can choose to click Zoom to
view the backup data active files and active bytes statistics in other than the default mode of 1h (1 - hour). The
other selectable viewing options are 1d (1 - day), 5d (5 - day), Tm (1 - month), and 1y (1 - year).

Throughput pane: displays the current number of Mebibytes/second (MiB/s) for read operations (based time/
minutes) and the current number of MiB/s for write operations (based on time/minutes). You can choose to click
Zoom to view the throughput statistics in other than the default mode of 1h (1 - hour). The other viewing options
are 1d (1 - day), 5d (5 - day), Tm (1 - month), and 1y (1 - year) that you can select.

>
3E: To refresh the values listed in the Backup Data and Throughput panes, click =

Marker Type and Connection Type pane: displays the marker type associated with the selected container (for

example CommVault, Networker, TSM (Tivoli Storage Manager), NetVault Backup, HP Data Protector, or

ARCserve, and the Connection Type (NFS, CIFS, RDS, or OST).

If the selected container includes an NFS connection type, there will be an NFS Connection Configuration pane
that displays the following categories: NFS Access Path, Client Access, NFS Options, and Map Root To.

If the selected container includes a CIFS connection type, there will be a CIFS Connection Configuration pane
that displays the following categories: CIFS Share Path and Client Access.

If the selected container includes an OST or RDS connection type, the OST or RDS login entry user is listed (for
example, backup_user), and there are three tabs: Capacity, Duplication, and Client Statistics. The Capacity tab
displays a Capacity pane with the following categories: Status, Capacity, Capacity Used, and Total Images. The
Duplication tab displays a Duplication Statistics pane with the following Inbound and Outbound categories:
Bytes Copied (logical), Bytes Transferred (actual), Network Bandwidth Savings, Current Count of Active Files,
and Replication Errors. In addition, this tab also displays a Recent Number of Optimized Copies table, that lists
the file name, peer IP, peer 1D, logical bytes to send, replication rate, savings, and replicated at location. The
Client Statistics tab displays a Client Statistics pane with the following categories: Images Ingested, Images
Complete, Images Incomplete, Images Restored, Bytes Restored, Image Restore Errors, Image Ingest Errors,
Bytes Ingested, Bytes Transferred, and Network Savings.

(Optional) Replication pane: displays the Replication Configuration and Replication Status panes. The
Replication Configuration pane identifies whether the current container state (Enable or Disable), Role (source
or target), Remote Container Name, Bandwidth, and the Encryption being used. The Replication Status pane
identifies the Peer State, Replication State, Replication Average Transfer Rate, Replication Peak Transfer Rate,
Network Average Transfer Rate, Network Peak Transfer Rate, Network Bytes Sent, Estimated Time to Sync (in
days, hours, minutes, and seconds), Savings (in percentage), Last Insync Time (in timestamp format), and
Schedule Status.

3¥: The Replication pane is only displayed in the Statistics: Container page if the selected container is configured
for replication.
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Backup Data (Z{3¥#E) Ei&
Statistics: Container (&iH{52: &2%) TIMEAY Backup Data (ZMEE) BRERUTEREE:

HRTANREENC S (BT S $haRRgRtED
HEMAAREENF T (ZHFILFT/MIB) (BT LSRR AIE E)D

3FF Active Files GEEISCHFE) #0 Active Bytes GEFNFETHD EfZ, HREFEBGAE 1 /0B (1h) BIEE BN
EREES, HaJLUERE 1 X (1d). 5K (5d). 1 8 (1m) 01 £ (1y).

3¥: RIS Backup Data (&H%HE) 1 Throughput (BB BAShFHME, E8H O

Throughput (FE) HI&

Statistics: Container (FitH{E2: &aF) REFH Throughput (FIXE) B E/REXEIE Container Name (&
Ba ThRIIRPEFENEANESENUTRITER:

SRR B TSI F I (MiB/s) (BT EFiE)/ 5380
« SERMERZETMiB/s (ETEHE/S )

-.-:}

3E: ZRI# Backup Data (FAHUE) #0 Throughput (FIE2R) EiZPIILAE, FRE

Replication (Z#) B

Statistics: Container (ZiH{52: &85) TIEAY Replication (E#) ZEHHMENEI&LAM: Replication
Configuration (EHIBCE) FA Replication Status (EFIRT) . NEE—EREFIEENFIERZEEGEHSIT
SRR, KAASERXTBSTER.

Replication Configuration (E#IFLE) B

HERBEUTFEE:

Enable (A (f5la0, Yes (&) = No (&) )
Role (Ft) (f54A, Source GGE) B Target (B#R) )
* Remote Container Name CGEIZF=FZMO (g, IPHhbskFHM 2D
Bandwidth (#35) ({5/gA, Default (2RIA) . KiB/s. MiB/s %1 GiB/s)
Encryption (H0Z%) ({540, None (F) . AES 128-bit (AES 128 {ir) ¥ AES 256-bit (AES 256 i) )

Replication Status (E#IHKE) B

LERERUTFEE:
Peer State (XTEERZAS)  (f5ln, BXAL
Replication State (ZHIIXZS) (Flan, FEH)
Replication Average Transfer Rate (&HISEEMESE) (520, 1005 KiB/s)
Replication Peak Transfer Rate (& #|IEE MR (f5lan, 2253 KiB/s)
Network Average Transfer Rate ([fX4%FIfE4MRZE) (540, 2024 KiB/s)
Network Peak Transfer Rate ([4RUS{EEHIERZR) (fflgan, 2995 KiB/s)
Network Bytes Sent (&iZRIMLEFTE (flan, 69.79KiB)
Estimated Time to Sync (Fit[EIZATED (54, 14 X 32 /)BT 46 534 33 £
Savings (iEE) (f5lan, 27.99%)
Last INSYNC Time (_E)R[EZ5AFE)) ({5140, 2012-11-04 16:45:53)
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+ Schedule Status GIHXIIRZES)  (Flan, HOXEIM: 2 K 1B 13 980 21 BEFH)

E: RBAENERSRSEREHIBECER, Statistics: Container (ZEiHE2: B8) MmEA 4 E 7= Replication
(%D &g

Connection Type Pane

The Connection Type pane is part of the Statistics: Container page, and the information displayed in this pane depends
upon the connection type of the selected container:

* NFS containers — lists the following NFS connection configuration information:

NFS Access Path
Client Access
NFS Options
Map Root to

* CIFS containers — lists the following CIFS connection configuration information:

CIFS Share Path
Client Access

* OST or RDS containers — lists the following OST or RDS connection configuration information, grouped under
the following tabs:

Capacity tab — Status, Capacity, Capacity Used, and Total Images.

Duplication tab — the Duplication Statistics pane displays both Inbound and Outbound categories with
the following statistic types: Bytes Copies-logical, Bytes Transferred-actual, Network Bandwidth
Savings-in percentage, Current Count of Active Files, and Replication Errors. The Recent Number of
Optimized Copies pane displays a summary table that lists each entry by the following: File Name, Peer
IP, Peer ID, Logical Bytes to Send, Replication Rate, Savings, and Replicated at categories.

Client Statistics tab — contains the Client Statistics pane, which displays Images Ingested, Images
Complete, Images Incomplete, Images Restored, Bytes Restored, Image Restore Errors, Image Ingest
Errors, Bytes Ingested, Bytes Transferred, and Network Savings (in percentage) statistics.

For more information, see Monitoring Container Statistics.

Duplication Statistics

The Duplication Statistics pane displays duplication statistics (which are also known as file copy statistics) for 0ST or
RDS connection type containers. To view these duplication statistics, navigate to the Statistics: Container page, select
an 0ST or RDS connection type container in the Container Name list, and select the Duplication tab. The Duplication
Statistics pane displays the following statistics types:

* Inbound:

Bytes Copied (logical): displayed in bytes

Bytes Transferred (actual): displayed in bytes

Network Bandwidth Savings: (displayed by percentage)
Current Count of Active Files: displayed in numbers of files
Replication Errors: displayed in numbers of errors

*  OQutbound:

Bytes Copied (logical): displayed in bytes
Bytes Transferred (actual): displayed in bytes
Network Bandwidth Savings: (displayed by percentage)
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- Current Count of Active Files: displayed in numbers of files
- Replication Errors: displayed in numbers of errors

Recent Number of Optimized Copies

When an OST or RDS container is selected in the Statistics: Container page, you can display the Recent Number of
Optimized Copies summary table in the Connection Type: OST or Connection Type: RDS pane. This pane, its tabs, and the
summary table are displayed only when the Duplication tab is selected and an OST or RDS connection type container is
selected in the Container Name pull-down list.

Recent Number of Optimized Copies Summary Table
This summary table contains the following information about the optimized copies:

* File Name
* PeerlP
* PeerlD

* Logical Bytes to Send

* Replication Rate

» Savings (in percentage)

* Replicated at (in yyyy-mm-dd hh:mm:ss format)

Client Statistics

You can display client statistics in the Statistics: Container page that correspond to any container that is configured as
an OST or RDS connection type. To display client statistics, click the name of the OST or RDS container in the Container
Name list, and click the Client Statistics tab in the Connection Type: OST or Connection Type: RDS pane. This action
displays the following Client Statistics types for the selected OST or RDS container:

* Images Ingested

* Images Complete

* Images Incomplete

* Images Restored

* Bytes Restored

* Image Restore Errors

* Image Ingest Errors

* Bytes Ingested

* Bytes Transferred

* Network Savings (in percentage)

For more information, see Monitoring Container Statistics.

Statistics: Replication (ZIHER: E&) TIHE

E Rk Statistics: Replication (iH{E2: &%) TiHE, 1585 Dashboard ({X3&4R) — Statistics: Replication
(GiHER. S%) . ATRES, EaEENNSNTESH 525 %2 DR Series AN EE, k@
BEBENEEE:

*  Replication Filter (E#I7Fi%3%) - %7 {# /A Container Filter (A87F%sE) EIFRA. —IMHEZINEFIE
BRE—NRSINERG, HELEZ R R Replication Statistics (EFIFIHER) HEXRPHEMGE
THEEE, AJM 10 4 Headers (frgll) SXIEFIEEE, LUFEBRPEANSHIERSEELEE: Peer
Status (IFZFIRZS) . Replication Status (Z#HI1R7S)  Time To Sync ([EEEFE)) « Progress % GHER
4¥EE) . Replication Throughput (E#I&FMEE) « Network Throughput (fI4E&ATE) . Network Savings
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(MKIHEE) « LastTime In Sync (_EXR[EZERTE]D « Peer Container (X Z582) 0 Peer System (Xt
ERY .

Replication Statistics (EHI&ITHER) - A& —NMEESR, HE /R Replication Filter (EHIiFi%SS) &
;%J*Xﬂ?ﬁﬁii%?%%ﬁﬁ%%éﬁﬂ‘]E%‘Jéﬁi‘l‘%.%‘ﬂ’\]ﬁﬁi’iiéﬁ%o HEERETHESIHIER ~EIHEEE

% E: M\ 20 ki FF48, DR Series RERHEE THRAKREZING, BRFIRESEITHRE RS AR E At
DR Series 24 TE 5] GE1T 2.0.x MiEXEHY DR Series %t R g8 5151 THHEIMR A R4 4H AU EL b DR Series
REHTESD o N, 20x MRS AEES 2.1 5 3.0 IR ZHTES), BAU5SIET 2.0.0.1 52002
B R GHITES.

BXEZER, FERENEFNSEHER. EXREHSIHESFE R Statistics: Replication (FIHER: &HD

.

ReETHIERS
Statistics: Replication (Ztit{E28: £%I) TIMEAY Replication Filter (EFIiFiES) BHRFEEUATEY:
Container Filter (25iHERE) :

- Al (£3) : EFERANLEER RGP REEHAS

- Name (B} : EFENED, BSEBER—NTHIIR, IHEAPIEESHIER

- PeerSystem (3FRYG) : EFUWIER, BEER—NFIFRIE, iLEEEITE DR Series &St
Headers (RE1) : EFELUTERIE, WiLEMFEFENERSEITHERLR

- Peer Status (FEIRES)

- Replication Status (EHIR7S)

- Timeto Sync (EIAtED

- Progress % GEEBEED

- Replication Throughput (E#I&EME)
- Network Throughput (& &EMLE)

- Network Savings (P#&TEE)

- LlastTimein Sync ( EXXE#H)

- Peer Container (X{fZ&28)

- Peer System (MFHE%)

F4 %:DRSeries R%% 30 WRE—RGEIHES.

BL & Replication Filter (E#i%i%82) & B/, B Apply Filter (K FAFHi%E) LATE Replication Filter (& #liHi%
8) HEXRDERFEHERM—EEFIZITES. Replication filter (SHI7Fi%28) HEXRATIH SIS IRIE
BN EFIGITEER (BRANERT, 21%FF Peer Status (XEIKAS)  Replication Status (EHIKAS)
Network Throughput (P48 FRLE) . Network Savings (PJ4&T5& &) F1 Progress Percentage GHEBRDEL) &
EHE, HERBPERENMNERS - EEESIREILE, F8T Reset (EB) .

By EoREFNFGHESXBBIR, FERAKPRIFFRIEREHESAMMSI.
AXEZER, FERAENESIZITES.

Storage (fFfif) TIEFIEIRN

E KR Storage (Ffi%) T, 1H T Dashboard ({F&4R) — Storage (FFfiF) . WTNHEAEUTERPERS
RGEHEXMEHRER:
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E4 7E:DRSeries R4t E 0 WRGHEH —RRIHER.

Storage Summary (FFHEHE) .

- Number of Containers (Z83#0)
- Number of Containers Replicated (B S &R EH)
- Total Number of Files in All Containers (FRBZRREZHRTHEEED
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Containers

To display the Containers page, click Storage—=» Containers. This page displays the total number of containers (Number
of Containers) and the container path (Container Path: /containers). This page lets you perform the following tasks using
its options: Create, Edit, Delete, and Display Statistics. These options let you do the following:

* Create new containers

» Edit existing containers

* Delete existing containers

* Display container, connection, and replication statistics

The Containers page also displays a Containers summary table that displays the following types of container-related
information:

* Containers — lists containers by name
* Files — lists the number of files in each container
* File type — lists the connection type per container:

- Network File System (NFS)
- Common Internet File System (CIFS)
- Rapid Data Access (RDA)
* Replication status — lists the current replication state per container:

- Not Configured

- Stopped

- Disconnected

- Trying to Connect

- Online

- N/A

- Marked for Deletion

% 3F: For newly created OST or RDS containers, the Replication status displays N/A. When replication data has been
deleted from an existing OST or RDS container, the Replication status also displays N/A. For existing containers
that are in the process of deleting a large amount of data, the Replication status displays Marked for Deletion to
indicate that the data deletion process has not yet completed.

% 3F: Use Select to identify the container on which you want to perform an action. For example, click Select, and
click Display Statistics to display the Statistics: Container page for the container you selected.

Replication (£#) M

ZE R < Replication (£l Tim, 15 Storage (17i%) — Replication (£#) . Replication (£&]) TTES
EREEHNEE. AWNZEESRMNEZMR, IFRSURBIEHMNAMETIE. Bid Replication (£ 71
EAHITATES:

© BIEIMERXR CRMBRN) FHEFEFERRMELE
© REIMRIAEEFIXF

© FRsFLEEHIXZ BRI EH

© AERERRETE (SURERED
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Clients

To display the Clients page, click Storage — Clients. This page displays the total number of clients that are connected to
the DR Series system, which can be a combination of NFS, CIFS, RDS, and OST clients, and this total is listed above the
three Client tabs (NFS, CIFS, and RDA tabs).

In addition, depending upon the tab type you select, the number of clients for each connection type is displayed. For
example, in the Clients page, if the RDA tab is selected, this displays the number of current OST or RDA clients that
correspond to this type (OpenStorage Technology or Rapid Data Storage clients) that are connected to the system, and
provides the following information client-related information:

*  Number of RDA Clients — lists number of OST and RDS clients

* Name — lists each client by name

* Type — lists the type of RDA clients

*  Plug-In— lists the plug-in type installed on each client

* Backup Software — lists the backup software used with each client
* Idle Time — lists the idle time (non-activity) for each client

* Connection — lists the number of connections for each client

* Mode — lists the current mode type for each client

To perform one of the possible actions on a client, click Select to identify the client, and then click the desired option (for
example, the RDA tab provides three options: Update Client, Edit Password, or Download Plug-In. For more information
about using this page and its tabs, see Clients Page (Using the NFS or CIFS Tab) or Clients Page (Using the RDA Tabh).
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Clients Page (Using the NFS or CIFS Tab)

To display the Clients page, click Storage=> Clients. This page displays the total number of clients that are connected to
the DR Series system, and this number reflects all of the clients based listed under the Clients tabs (NFS, CIFS, and RDA).
Using this page and the NFS or CIFS tab lets you perform the following tasks for NFS or CIFS clients (for information
about RDA clients, see Clients Page (Using the RDA Tab). The Clients page displays a summary of the NFS (or CIFS)
clients, and lists the following types of NFS and CIFS client-related information:

* Number of NFS (or CIFS) Clients — lists number of NFS (or CIFS) clients
* Name — lists each client by name

* Idle Time — lists idle time (nonactivity) for each client

* Connection Time — lists connection time for each client

Clients Page (Using the RDA Tab)

To display the Clients page, click Storage— Clients. This page displays the total number of clients that are connected to
the DR Series system, and this number reflects all of the clients based listed under the Clients tab (NFS, CIFS, and RDA).
Using this page and the RDA tab lets you perform the following tasks for RDS or OST clients:

» Update a client (you are limited to modifying the mode type)
* Edita client password
* Download a client plug-in
3¥: The RDA plug-in is installed by default if you are running the latest version of Dell Quest NetVault

Backup (NVBU). You must download and install the RDA plug-in for NVBU only if there is a plug-in version
mismatch between the DR Series system software and NVBU.

This page displays an RDS or OST Clients Summary table that lists the following types of RDs or OST client-related
information:

* Name — lists client by name

* Type —lists client type

*  Plug-In —lists plug-in type that is installed on the client

* Backup Software — lists backup software used with this client
* Idle Time — lists the idle time for this client

* Connection — lists the number of connections for this client

* Mode — lists the mode types that can be set for this client:

- Auto
- Passthrough
- Dedupe (deduplication)

% 3E: If an OST or RDS client has four or more CPU cores, itis considered to be dedupe-capable. However,
the OST or RDS client operating mode depends upon how it is configured in the DR Series system (Dedupe
is the default RDA client mode). If the administrator did not configure an OST or RDS client to operate in a
specific mode and it is dedupe-capable, it will run in the Dedupe mode. If an OST or RDS client is not
dedupe-capable (meaning the OST or RDS client has less than four CPU cores), and the administrator sets
it to run in the Dedupe mode, it will only run in the Passthrough mode. If an OST or RDS client is set to run
in Auto mode, the OST or RDS client will run in the mode setting determined by the media server. The
following table shows the relationship between the configured OST or RDS client mode types and the
supported client mode based on client architecture type and corresponding number of CPU cores.
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#%. 3: Supported 0ST or RDS Client Modes and Settings
OSTorRDS Client 32 - BitOSTor RDS 64 - Bit 0ST or RDS 32 - Bit 0ST or RDS 64 - Bit OST or RDS

Mode Settings Client (4 or more Client (4 or more Client(Lessthan4  Client (Less than 4
CPU cores) CPU cores) CPU cores) CPU cores)

Auto Passthrough Dedupe Passthrough Passthrough

Dedupe Not Supported Supported Not Supported Not Supported

Passthrough Supported Supported Supported Supported

% 3¥: Click Select to identify the OST or RDS client on which you want to perform an action. For example, click Select
— Download Plug-In to display the Download Plug-Ins page for the client you selected. Select the plug-in for the
relevant client and protocol.

About the Schedules Page and Options

To display the Schedules page, click Dashboard — Schedules . This page displays any existing Replication or Cleaner
operations that have been set up for the DR Series system. If no times are listed, this indicates there are no scheduled
Replication or Cleaner operations. The Replication and Cleaner operations will automatically run whenever the DR
Series system detects a window of inactivity when there are no other major system operations running.

% 3¥: Replication schedules can only be set on individual replication-enabled source containers.

The Schedules page lets you create a new schedule for running Replication or Cleaner operations, or you can modify an
existing schedule for either of these operations. For more information about scheduling Replication or Cleaner
operations, see Creating a Cleaner Schedule and Creating a Replication Schedule.

3F: Cleaner operations are system processes that reclaim disk space from containers where files were deleted.
When no Cleaner schedule is set, the Cleaner process will run as needed.

The Schedules page displays the following:
» System Time Zone: using the following format (US/Pacific, Tue May 1 10:33:45 2012)

» Scheduled Replication operations: with day of the week (Sunday through Saturday), start time, and stop time
* Scheduled Cleaner operations: with day of the week (Sunday through Saturday), start time, and stop time

% 3¥: Schedules only control the source container in scheduled Replication operations; the target container is
passive in these operations.

WEEHTXI
32 Schedules (7)) FEREEHIR, HFBUTHRIE:
B4 B REESNERESINIRS S LR E ST

Eq £ M 207745, DR Series RARUBR THRAKEINRE, EREIRGESSTHERRZRARARNE
DR Series 24t {TEHI (GE1T 2.0.x KR4k {EHY DR Series &A%t R 88 5 ETHEIMR A RS ik EH9E 4 DR Series
RGEHITERD . BN, 20x RBRZEARAES 2.1 3 3.0 AR ZHITES], ETL5iE1T 2.0.0.1 5 2.0.0.2
MBI ARG #HITE S .

1.  BHEINAZ _E#Y Replication (%)) , IEEHI% 2 /< Replication Schedule (E#itX) TimE.

5 —#h 2 7~ Replication Schedule (Z#IitX)) TWHEAAER, B Schedules (3tXI) — Replication
Schedule (Z#HitxD

2. 7£ Container (=) M THhIFzRF, EE—NEBAEFRERSS.
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3. # Schedule (3% LLE 7R SetReplication Schedule GEEE&IitX) B0, REA—REHEIEHK
S48 BHAMI Start Time (FF34EFE)) #0 Stop Time (YZLERFE])) (ER/NBTFRIDETRIFIR)

BXEHITRINELZEL, 1550 EHITRI.
JE: N3 Create (87 =k Edit Schedule (4RiEITHX) EELTE2ERARE (ETAKE) , XEKE
AGECERREHNESSE, TEAIENESHIR. SO ALETUSHINESR. AXE%
S, BERANEEHXA.

BRI
Z 78 Schedules (%) TE LR EHRHIR, BFRU THRIE:
B b AXQEFARSIURERMEEESTINESES, BSRUEEEEI.

1. ZESMHMEHRTESE Schedules (X)) = Cleaner Schedule GEIEEitXI) , K7L Schedules (itXl) THE
L # Cleaner GEIEER) LUE 7R Cleaner Schedule CGEIESRitX) i@,

2. MREHEFEHRITK], 158D Schedule (3HX]) LR Set Cleaner Schedule (& EFIERITRD HO, H#
ST—RB R EIRIFEA B TR B F{E L EHE (R Hour (/MBS F0 Minute (434 TH%
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About the System Configuration Page and Options

To display the System Configuration page, click Dashboard — System Configuration . The System Configuration page
displays the current DR Series system configuration information in the following panes:

*  Networking

* Active Directory

* Local Workgroup Users
*  Email Alerts

* Password

* Admin Contact Info

* Email Relay Host

* Date and Time

% 3F: Each pane title in the System Configuration page serves as a link. To display the corresponding page that
provides more detailed information and the related options you can use, click the pane title link. For example, to
display the Date and Time page, click the Date and Time pane title link.

The System Configuration page provides three options that let you:

* Edit the current system password
*  Shut down the system
* Reboot the system

The System Configuration page provides the means for managing configuration settings for the Networking, Active
Directory, Local Workgroup Users, Email Alerts, Admin Contact Info, Email Relay Host, and Date and Time pages in the
system.
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% 3¥: For example, to manage the date and time configuration settings, click Date and Time to display the Date and
Time page. You can then add or edit the following date and settings: Mode, Time Zone, and Date and Time. If the
DR Series system is part of a workgroup and not joined to a Microsoft Active Directory Services (ADS) domain, you
will also be able to add or edit the Network Time Protocol (NTP) servers associated with the system. However,
when the DR Series system is joined to a domain, the NTP Servers setting on the Date and Time page is disabled
and is not displayed.

% #¥: Dell recommends using NTP servers when the DR Series system will be running as part of a workgroup and not
joined to a domain. The use of NTP servers as a reference time source is disabled when the DR Series system is
joined to a domain.

System Configuration Page and Options

To display the System Configuration page, click Dashboard — System Configuration . This page displays the following
pane title-enabled links that allow you to display more detailed system configuration information for the following
categories:

*  Networking

* Active Directory

* Local Workgroup Users
*  Email Alerts

* Password

* Admin Contact Info

* Email Relay Host

* Date and Time

Networking

The Networking pane displays the currently configured Mode, Hostname, IP Address, Bonding, Domain Suffix, and
Primary DNS settings for the DR Series system. The Networking pane title acts as a link to the Networking page:

* This page lists the Hostname, IP Address, DNS, Bonding, and installed NICs. The Networking page provides Edit
Hostname, Edit IP Address, Edit DNS, Edit Bonding, and Edit MTU options.

» This page also displays the interfaces showing bonds and other Ethernet connections.

Active Directory

The Active Directory pane displays the current status of the Domain Name for the DR Series system (not configured or
listing the configured domain name). The_Active Directory pane title acts as a link to the Active Directory page:

* This page contains a Settings and a CIFS Container Share Path pane. The Settings pane lists the configuration
status, and lists the FQRDN domain name (Fully Qualified Domain Name) of the Microsoft Active Directory
Services (ADS) domain. The CIFS Container Share Path pane lists the current CIFS container share path
locations. The Active Directory page provides the Join and Leave options.

Local Workgroup Users

The Local Workgroup Users pane displays the current configured local workgroup users (CIFS) for the DR Series
system. The Local Workgroup Users pane title acts as a link to the Local Workgroup Users (CIFS) page:

» This page lists the configured local CIFS users by user name that belongs to the local workgroup in the DR
Series system. The Local Workgroup Users (CIFS) page provides the Create, Edit, and Delete options (by which
you manage the users that belong to this local workgroup. To edit or delete an existing local workgroup user,
click Select to identify the local user you wish to modify or delete.
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Email Alerts

The Email Alerts pane displays the current number of email notification recipients configured for the DR Series system.
The Email Alerts pane title acts as a link to the Email Alerts page:

» This page lists all currently configured recipient email addresses. The Email Alerts page provides Add, Edit,
Delete, and Send Test Message options. To create an email recipient, click Add to display the Add Recipient
Email Address dialog, in Email Address enter a valid email address for your email system, and click Submit. To
edit or delete an existing email recipient, click Select to identify the email recipient in which you wish to modify,
delete, or send a test message.

Admin Contact Info

The Admin Contact Info pane displays the current information associated with the administrator configured for the DR
Series system. The current information is contained in the Contact Information and Notification panes. The Contact
Information pan includes the Contact Information, Company Name, Email, Work Phone, and Comments categories. The
Notification pane displays the status of the DR Series system appliance alerts and system software updates (disabled or
enabled). The Admin Contact Info pane title acts as a link to the Administrator Contact Information page:

» This page contains contact information for the DR Series system administrator and is sent with all system alert
email messages. The Administrator Contact Information page provides the Add Contact Information option
(which after you configure it, this option changes to Edit Contact Information). Click the Edit Contact Information
option to display the Edit Administrator Contact Information dialog where you can enter information or select a
check box:

- Administrator Name

- Company Name

- Email

- Work Phone

- Comments

- Notify me of DR4000 appliance alerts
- Notify me of DR4000 software updates

Password
The Password Management pane displays the current Reset Password Option set for the system. The Reset Password
Option can be:

» Service Tag Only
» Service Tag and Administrator Email

% 3¥: To select the option Service Tag and Administrator Email, you must first configure the e-mail relay host
and administrator contact e-mail.

In the Password Management pane you can edit the current password and edit the password reset options.

Email Relay Host
The Email Relay Host pane displays the current email relay host configured for the DR Series system. The Email Relay
Host pane title acts as a link to the Email Relay Host page:

* This page lists the configured email relay host by its IP address or hostname that is responsible for email in the
DR Series system. The Email Relay Host page provides the Add Relay Host option (which after you configure it,
this option changes to Edit Relay Host).
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Date and Time

The Date and Time pane displays the current Mode configured for the DR Series system (Manual or NTP), the current
Time Zone, and the current Date and Time (in mm/dd/yy hh:mm:ss format, for example: 12/11/12 14:58:22 PST). The Date
and Time pane title acts as a link to the Date and Time page:

» This page contains a Settings pane that lists the Mode used. The system uses Network Time Protocol (NTP)
servers if the system is part of a workgroup and not joined to an Active Directory Services (ADS) domain. If the
system is joined to an ADS domain, then the NTP servers setting is disabled and the system uses the ADS
domain time. The Settings pane also displays the current Time Zone, and current Date and Time. The Date and
Time page provides the Edit option for changing the date and time settings.

% 3¥: Dell recommends using the Network Time Protocol (NTP) servers when the DR Series system is part of a
workgroup and not part of a domain. The NTP time mode is disabled when the DR Series system is joined to an
Active Directory Services (ADS) domain. Any attempt to enable the NTP time mode when you are joined to an ADS
domain displays an error message indicating this is not possible.

Understanding the System Configuration Page Options

The System Configuration page contains three key system options:

* Password Management

*  Shutdown
* Reboot
Edit Password

Edit Password—click this option to display the Edit Password dialog, where you can change the login password for the
DR Series system

% 3¥: To change CIFS login credentials, you can use the DR Series system CLI command, authenticate - set - user.
For details, see the Dell DR Series System Command Line Reference Guide.

% 3¥: Editing your existing login password is different than resetting your login password. Click Edit Password in the
System Configuration page to edit your login password to reflect any value that meets the system password
requirements (for more information, see Modifying the System Password. Click Reset Password in the Login page
to reset your login password to the system default value, which requires you to provide the service tag for your
system. For more information, see Resetting the Default System Password.

Shutdown
Shutdown—click this option to display the Shutdown System dialog, where you can shut down the DR Series system.

A 7)vity: Shutdown powers Off the appliance on which the system software is installed. Once in a powered Off state,
you can power it On at its physical location or using an iDRAC configuration to the system.

Reboot
Reboot—click this option to display the Reboot System dialog, where you can reboot the DR Series system.

Support (Z#) TTEFIEIR

B Dashboard ({{F=#R) — Support (33F) AR 7R Support (Z#%) T1M. Support () TIES7E Support
Information (Z#HER) BIRPERIFMEIHFEXNESR:
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Software Upgrade (ER¥&GHR)
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Expansion Shelf Licenses

This topic introduces the license required for adding external data storage in the form of Dell MD1200 storage arrays
that are referred to as expansion shelf enclosures. Expansion shelf enclosures allow you to add supplemental data
storage capacity to support DR Series system operations. The DR Series system supports up to maximum of two
enclosures per system, and any expansion shelf enclosure that is added must be equal to or greater than each DR
Series system internal drive slot capacity (0 - 11). Expansion shelf enclosures can be added to the internal data storage
to create up to 9, 18, or 27 Terabyte (TB) hard drive capacities, and expansion shelf enclosures can be added in 1 TB, 2
TB, or 3 TB capacities. Licenses define the expansion shelf enclosure size in a license = size format (for example, shelf =
18TB), and licenses are added on a per-shelf basis.

Z%. & Expansion Shelf Capacities in the DR Series System

System/Expansion Shelf Enclosure Size Maximum Data Storage Capacity Options

600 Gigabyte (GB) expansion shelf

* 9TB
« 18TB
« 27TB
1 TB expansion shelf . 97TB
 18TB
e 27TB
2 TB expansion shelf . 187B
- 21TB
3 TB expansion . 277B
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Licenses

Adding an expansion shelf enclosure requires that you order a license for each enclosure from a Dell Account
representative at the time that you order the DR Series system. You can also order this at a later date when you want to
add additional external storage to your base DR Series system. To obtain the license, you can download it from the
support.dell.com/ website using your service tag or use an email link from your Dell Account representative.

If you already have a Dell MD1200 storage array, the order process supports licensing for existing hardware that you
want to add to a base DR Series system. Each license supports one expansion shelf enclosure, and the system supports
up to two enclosures using the DR Series system service tag. Because the licenses are tied to the system service tag, if
the internal drives are moved to another system chassis, this would require a new license. For more information about
the expansion shelf enclosures, see “DR Series Expansion Shelf” in DR Series System and Data Operations.

% 3¥: The 300 Gigabyte (GB) drive capacity (2.7 TB) version of the DR Series system does not support the addition of
expansion shelf enclosures to add external storage to the base system.

RN RETAE

RSB RERIFIE, REBERHITREMAEIE.

279 DR Series R AR RITAIE, BT TRE:

K E:9EhaisE 0 300 T3 15 (GB) ($£27TB) KJ DR Series RAAAN LRI RAHUAE,

1. HESHEHRT, %3F Support (35 = License GFRIE) (ByMik License GFAIIE) )
188 7R License GFA[IE) Ti@E, H$E7R License File Location GFRIIEXCHAIE ) B4&F1 Number of
Installed Licenses (BE&RIEMIFAHEHE) Hig.

2. £ License File Location CGFRIEMCHAIE) B+, MNFANEXHTERMERRE (GBE R /store/
license) , K Browse.. GHIT..) SAZEIFINEXHHIME.

3. B Install License (ZRFIFE) , RBIRRTEXTERRIE.
MG, Y587 License has been successfully installed GFR[FE R/ FHE, MIAIFTIEEE R
7£ Number of Installed Licenses (B R&EMIFRHEHE) &+ . Number of Installed Licenses (2R ZHIIF
MiEHE) ERPLSIHERKFALEMESHE, HS3R D, EEHRA. R0 GFRLERFZ) FIFRT
HERASE X B REMZIFATIE.
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4

Configuring the DR Series System Settings

This topic introduces the concept that before you can run any DR Series system operations, you first need to understand
the following key tasks:

* How toinitialize the system
* How to shut down or reboot the system
* How to manage the system password

Initializing the DR Series system requires that you configure and manage a number of very important system settings.

% 3¥: Dell recommends that you use the Initial System Configuration Wizard to configure your DR Series system.
Changing some of the system settings using the DR Series system GUI (such as bonding, MTU, hostname, IP
address, and DNS) can cause issues that may affect your DR Series system GUI access.

For more information about initializing the system, see Initializing the DR Series System.

For more information about shutting down or rebooting the system, see Shutting Down the DR Series System and
Rebooting the DR Series System.

For more information about managing the system password, see Managing the DR Series System Password.

Configuring Networking Settings

You can configure the networking settings that were configured using the Initial System Configuration Wizard process
for the DR Series system in the following tabs:

% 3&: For the Ethernet port settings on the NICs, this example only shows Eth0 and Eth1 (depending upon your system
configuration, you could have NICs configured with Ethernet port settings in the Eth0 - Eth5 range). The DR4000
system supports up to four 1 - GbE ports or up to two 10 - GbE ports, while the DR4100 system supports up to six
1 - GbE or up to two 10 - GbE ports. For more information, see Local Console Connection.

* Hostname

- Hostname (FQDN)
- iDRAC IP Address

- Domain Suffix

- Primary DNS

- Secondary DNS
> Interfaces

- Device

- Mode

- MAC Address

- MTU (maximum transmission unit)
- Bonding Option
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- Slave Interfaces
* EthO

- MAC

- Maximum Speed
- Speed

- Duplex

*  Ethl

- MAC

- Maximum Speed
- Speed

- Duplex

To configure new networking settings (or to change from those set using the Initial System Configuration Wizard),
complete the following:

1. Select System Configuration — Networking.

The Networking page is displayed. Select settings for hostname, IP Address, DNS, Bonding, or to view the Ethernet
port settings (Eth0-Eth3) for the DR Series system.

- To configure hostname, skip to step 2.
- To configure IP addressing, skip to step 5.
- To configure DNS, skip to step 10.
2. To change the current Hostname, select the Hostname tab and click Edit Hostname on the options bar.
The Edit Hostname dialog is displayed.
3. Type a hostname in Hostname that meets the following supported character types and length:

- Alphabetic—allows A-Z, a-z, or a combination of upper and lower case alphabetic characters.
- Numeric—allows numerals zero (0) through 9.
- Special characters—allows only the dash (-) character.
- Length limit—hostnames cannot exceed the maximum length of 19 characters.
Click Submit to set the new hostname for your system.

5. To change the current IP address settings for the selecte NIC bond or Ehternet port, select the Interfaces tab and
click Edit Interfaces on the options bar.

The Edit Interface — <bond or Ethernet port number> dialog is displayed.
6. Under IP Address, in Mode, select Static (to set static IP addressing for your system), or select DHCP (to set
dynamic IP addressing for your system).

#¥: To select the DHCP mode of IP addressing, select DHCP, and click Submit. The remaining substeps in this
step only need to be completed if you selected the Static mode of IP addressing for the DR Series system.

a) InNew IP Address, type an IP address that represents the new IP address for your system.

b) In Netmask, type an netmask address value that represents your system (the system IP address and netmask
identify the network to which your system belongs).

c) In Gateway, type an IP address for the gateway associated with your system.
7. Under MTU, in MTU, enter the value you want to set as the maximum.

% 3%: Ensure that the value that you enter in MTU is the same for the clients, Ethernet Switch, and the appliance.
The connection between the clients, the Ethernet switches, and the appliance will break if the MTU number is
not the same on all the components.
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ﬁ 3: In computer networking, jumbo frames are Ethernet frames with more than 1500 bytes of payload (but in
some cases, jumbo frames can carry up to 9000 bytes of payload). Many Gigabit Ethernet switches and
Gigabit Ethernet network interface cards support jumbo frames. Some Fast Ethernet switches and Fast
Ethernet network interface cards also support jumbo frames.

Some computer manufacturers use 9000 bytes as the conventional limit for jumbo frame sizes. To support jumbo
frames used in an Internet Protocol subnetwork, both the host DR Series system (initiator or source) and the target
DR Series system have to be configured for 9000 MTU.

Consequently, interfaces using a standard frame size and those using the jumbo frame size should not be in the
same subnet. To reduce the chance of interoperability issues, network interface cards capable of supporting jumbo
frames require specific configurations to use jumbo frames.

To verify that the destination system can support a specific frame size, use the DR Series system CLI command
network --ping --destination <IP address> --size <number of bytes>.

For more information, contact Dell Support for assistance (for details, see Contacting Dell).

% 3¥: Make sure that if you are using any Dell network switches that you take full advantage of the latest switch
firmware upgrades and application notes. The application notes provide procedures that assist you in
performing switch firmware upgrades and saving configuration files (for complete details, see
support.dell.com/ and navigate to Drivers and Downloads for your system type).

% 3¥: When setting or changing the MTU value, make sure that you verify that the Ethernet network switch is
capable of supporting an MTU size that is equal to or larger than the value you are setting. Any mismatch in
MTU values between the clients, Ethernet network switch, and the DR Series system appliance will make it
inoperable.

Dell suggests that you observe standard best practices when deploying jumbo frames in networks, and
recommends using jumbo frames with the DR Series system because this frame size typically provides the best
performance. However, for networks that do not support jumbo frames, the DR Series system also supports using
the standard frame size.

Under Bonding, from the Bonding configuration list, select the appropriate bonding configuration.

3¥: You may lose the connection to the system if you change the bonding configuration. Change the bonding
configuration only if the system accepts the new bonding type.

- TLB — configures transmit load balancing.
- ALB—configures adaptive load balancing (ALB), which is the default setting.

% 3¥: ALB load balancing does not balance the load properly when your backup servers are on a remote
subnet. This is because ALB uses the address resolution protocol (ARP) and ARP updates are subnet-
specific. Because this is the case, ARP broadcasts and updates are not sent across the router.
Instead, all traffic is sent to the first interface in the bond. To resolve this ARP-specific issue, make
sure that your data source systems reside on the same subnet as the DR Series system.

- 802.3ad—configures dynamic link aggregation using the IEEE 802.ad standard.

A /Jsy: If you change the existing bonding setting, the connection to the DR Series system may be lost
unless you are sure that the system can accept this bonding type.

Click Submit to have the DR Series system accept the new values (or click Cancel to display the Networking page).

The Updated IP Address dialog is displayed when the selection is successful (if you change the static IP address
manually, you need to use this IP address in the browser when you log back into the DR Series system).

To configure DNS settings for your system, select the DNS tab and click Edit DNS on the options bar.
The Edit DNS dialog is displayed.

In Domain Suffix, type a domain suffix to use.
For example, acme . 1ocal. This is a required field.
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12. In Primary DNS, type an IP address that represents the primary DNS server for your system; this is a required field.

13. For Secondary DNS, type an IP address that represents the secondary DNS server for your system; this is an
optional field.

14. Click Submit to have the DR Series system accept the new values (or click Cancel to display the Networking page).
The Updated DNS dialog is displayed when the selection is successful.

Networking Page and Ethernet Port Values

The Networking page displays the currently configured multiple Ethernet ports for the DR Series system in a series of
panes. For 1 - Gigabit Ethernet (GbE) ports in the DR4000 system this could be Eth0, Eth1, Eth2, and Eth3, and in the
DR4100 system this could be Eth0, Eth1, Eth2, Eth3, Eth4, and Eth5. For 10-GbE/10-GbE SFP+ NICs, this means that the two
ports are bonded together into a single interface. For example, the DR Series system port configuration is as follows:

* Ina1-GbE NIC configuration: the DR4000 system supports up to four 1 - GbE ports, which consists of up to two
internal LAN on Motherboard (LOM) ports and two ports on an expansion card that are bonded together. The
DR4100 system supports up to six 1 - GbE ports, which consists of up to four internal LOM ports on the network
daughter card (NDC) and two ports on a PCI Express expansion card.

* Ina 10-GbE or 10-GbE SFP+NIC configuration: the DR4000 system supports up to two 10 - GbE or 10 - GbE SFP+
ports on an expansion card that are bonded together. The DR4100 system supports up to two 10-GbE or 10-GbE
SFP+ ports that reside on the NDC that are bonded together.

% 3¥: For more information on advanced networking options see the Command Line Interface Guide available at
dell.com/support/manuals.

The ports for bonded NICs display: MAC address, port speed in megabtyes per second (MB/s), maximum speed, and
duplex setting. The following example shows Ethernet port values for the four ports in a 1-GbE NIC bonded configuration
on a DR4000 system:

Eth0:

*  MAC: 00:30:59:9A:00:96

*  Speed: 1000Mb/s

* Max Speed: 1000baseT/Full
*  Duplex: Full

* MAC: 00:30:59:9A:00:97

* Speed: 1000Mb/s

* Max Speed: 1000baseT/Full
*  Duplex: Full

*  MAC: 00:30:59:9A:00:98

* Speed: 1000Mb/s

* Max Speed: 1000baseT/Full
> Duplex: Full

* MAC: 00:30:59:9A:00:99
*  Speed: 1000Mb/s
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* Max Speed: 1000baseT/Full
e Duplex: Full

‘Z7I8 DR Series R4 %Y

AT LA T F b5 A B TR 3 DR Series RGRTET OB S350,

{5/ System Configuration (R%ECE)> TIHEFAY Edit Password (4REBER) ETEKRIBER
XEZEE, FERERAELERN.

+ {#FH DR Series System Login (DR Series 2% &%) T1E A Reset Password (EFHHL) EIIGEFE
BEEARINME. BXESER, FSREERIARETE,

B

il

.

Modifying the System Password

To configure a new password or to modify an existing password for logging in to the DR Series system, complete the
following:

1. To change the system password, do one of the following:.

- Inthe navigation panel, select System Configuration, the System Configuration page is displayed. Click
Password Management.

- Inthe navigation panel, select System Configuration — Password, the Password Management page is
displayed.

2. Click Edit Password.
The Edit Password dialog is displayed.
In Current password, type the current password for the system.
In New password, type the new system password.

In Confirm password, retype the new password to confirm this as the new password replacing the existing system
password.

6. Click Change Password (or click Cancel to display the System Configuration page).
If successful, a Password change was successful dialog is displayed.

Resetting the Default System Password

To reset the system to use the default password (St0r@ge! ) for logging in, complete the following:

1. Inthe Login window, click Reset Password.
The Reset Password dialog is displayed.
If the password reset option is set to Service Tag, proceed to step 2.
If the password reset option is set to Service Tag and Administrator Email, proceed to step 4.

2. In Service Tag, type the Service Tag associated with your system, and click Reset Password.

ﬁ 3¥: If you are unsure of the Service Tag associated with your DR Series system, it can be found on the
Support page (click Support in the navigation panel to display the Support Information pane, which displays
the Service Tag).

The Login window is displayed, and a Password has been reset dialog is displayed.
3. Tologin using the default password, type StOr@ge! , and click Login.

% 3F: After you have reset the login password to its default and logged in to the DR Series system, Dell
recommends for security reasons that you create a new unique login password.
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4. In Service Tag, type the Service Tag associated with your system.

ﬁ 3E: If you are unsure of the Service Tag associated with your DR Series system, it can be found on the
Support page (click Support in the navigation panel to display the Support Information pane, which displays
the Service Tag).

5. In Administrator Email enter the email address of the administrator of this system.

The Administrator Email that you enter must match the administrator email address configured in the DR Series
system. If you have set security questions, the security questions are displayed.

6. Enterthe answers to the configured security questions in Answer 1 and Answer 2.

7. Click Send Now.

An email with a unique code, used to reset the password, is sent only to the configured administrator email
address. The code is valid for only 15 minutes. The password rest code expires after 15 minutes and cannot be
used. You must repeat the password reset procedure to regenerate the code again.
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Editing or Deleting a Recipient Email Address

To edit or delete an existing recipient email address:

1.

Select System Configuration= Email Alerts.
The Email Alerts page is displayed.

ﬁ 3¥: To edit or delete an existing recipient email address, you must first click Select in the Recipient Email
Address pane to indicate the address that you want to edit or delete. To edit an existing email address,
proceed to step 2, or to delete an existing email address, skip to step 4. For more information about adding
email recipients, see Adding a Recipient Email Address.

To edit an existing recipient email address, click Select to indicate the recipient email address entry that you want
to change, and click Edit on the options bar.

The Edit Recipient Email Address dialog is displayed.

Modify the existing email address you selected as needed, and click Submit.

The Email Alerts page is displayed, and a Successfully updated email recipient dialog is displayed when
successful. To edit additional recipient email addresses, repeat steps 2 and 3.

To delete an existing recipient email address, click Select to indicate the recipient email address entry that you
want to delete, and click Delete on the options bar.

The Delete Confirmation dialog is displayed.

Click OK to delete the selected email recipient address (or click Cancel to display the Email Alerts page).
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The Email Alerts page is displayed, and a Deleted email recipient dialog is displayed when successful. To delete
additional recipient email addresses, repeat steps 4 and 5.
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2.  BFHETHE Y Add Contact Information GRIMEXRES) .
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I E}4% & 7~ Add Administrator Contact Information GRINEBIERBERER) WFIE.
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j%3% System Configuration (ZRZEECE) — Admin Contact Info (BEERBKRESR) .
Itk B4% 2 7~ Administrator Contact Information (ZIERBEREE) TIHE.

B 5R I Y Edit Contact Info (JREBELRIER) .
L RT4% & 7=~ Edit Administrator Contact Information (4REEZERBRER) MFIE.
EHNEEFEY, RESEENEERBERARER.
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Managing Passwords

You can edit the system password and system password reset configuration on this page.

Modifying the System Password

To configure a new password or to modify an existing password for logging in to the DR Series system, complete the
following:

1.

To change the system password, do one of the following:.

- Inthe navigation panel, select System Configuration, the System Configuration page is displayed. Click
Password Management.
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- Inthe navigation panel, select System Configuration — Password, the Password Management page is
displayed.

2. Click Edit Password.
The Edit Password dialog is displayed.
In Current password, type the current password for the system.
In New password, type the new system password.

In Confirm password, retype the new password to confirm this as the new password replacing the existing system
password.

6. Click Change Password (or click Cancel to display the System Configuration page).
If successful, a Password change was successful dialog is displayed.

Modifying Password Reset Options

To modify the password reset options:

1. Select System Configuration — Password.
The Password Management page is displayed.
2. Click Edit Password Reset Options.
The Edit Password Reset Options dialog is displayed.

3. Touse service tag only, select Service Tag Only and click Submit.

3¥: To select the option Service Tag and Administrator Email, you must first configure the e-mail relay host
and administrator contact e-mail.

4, Touse the service tag and administrator e-mail, select Service Tag and Administrator Email.
The optional security questions area is displayed.

5. To setthe optional security questions, under Optional Security Question 1 and Optional Security Question 2 in
Question enter the security question.

6. In Answer, enter the answer to your security question.
3%: Save the answer in a secure location, you will need these answers to reset the DR Series system
password.

7. Click Submit.
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Editing System Date and Time Settings

To modify the default time and date settings for your DR Series system, complete the following:

1. Select System Configuration = Date and Time.
The Date and Time page is displayed.

2. Click Edit on the options bar.
The Edit Date and Time dialog is displayed.

% 3F: If the DR Series system is joined to a Microsoft Active Directory Services (ADS) domain, the Edit option
will be disabled (grayed out) and the Mode, Time Zone, or Date and Time values cannot be changed in the
Settings pane. This is because whenever a DR Series system is joined to a domain, the Network Time Protocol
(NTP) is disabled and the DR Series system uses the domain-based time service. NTP is used in the Mode
setting when the DR Series system is part of a workgroup and not joined to a domain. To be able to modify or
edit any of the Settings pane values when the DR Series system is joined to an ADS domain, you would first
need to leave the ADS domain before you could modify any of the date and time settings. For more
information, see Configuring Active Directory Settings.

3.  In Mode, select either Manual or NTP.
If you select Manual, continue on with the tasks in step 3.

If you select NTP, skip to step 4.

a) Select Manual.
The Edit Date and Time dialog is displayed.

b) Click the Time Zone drop-down list and choose the desired time zone.

c) Click the Calendaricon (adjacent to Set Date and Time), and select the desired day in the month (the system
prevents the selection of unsupported days).

d) Adjust the Hour and Minute sliders to the desired time (or click Now to set the date and time to be the current
date and time in hours and minutes).

a) Click Done.
The Edit Date and Time dialog is displayed with your new settings.
4, SelectNTP.
The Edit Date and Time dialog is displayed.

- Click the Time Zone drop-down list and select the desired time.
- Edit or revise the NTP servers as desired (you are limited to selecting only three NTP servers).
5. Click Submit (or click Cancel).

The Date and Time page is displayed, and an Enabled NTP service dialog is displayed when successful (and this
was your selected mode).

Creating Containers

After initialization, the DR Series system contains a single default container named backup. Containers function like a
shared file system, which can be assigned a connection type of None (to be defined later), NFS/CIFS, or RDA (includes
both OST and RDS clients). Containers can then be accessed using NFS, CIFS, or RDA.
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If needed, you can also create additional system containers for storing your data. For more information about creating a
storage container or specific connection type containers, see Creating Storage Containers, Creating an NSF or CIFS
Connection Type Container, or Creating an OST or RDS Connection Type Container.

Configuring Share-Level Security

The DR Series system supports setting up share-level permissions for CIFS shares using the standard Microsoft
Windows administrative tool, Computer Management. Computer Management is a component that is built into the
Microsoft Windows 7, Vista, and XP operating systems.

% 3¥: Any user that is part of BUILTIN\Administrators can edit ACLs on CIFS shares. The local DR Series system
administrator is included in the BUILTIN\Administrators group. To add additional domain groups to the BUILTIN
\Administrators group, you can use the Computer Manager tool on a Windows client to connect to the DR Series
system as Domain administrator and add any groups you want. This capability allows users other than the Domain
administrator to modify an ACL as needed.

This administrative tool lets you control access to shares and also configure read-only or read-write access to user
groups or individual users within the Active Directory Service (ADS) when joined to an ADS domain.

To implement share-level security on a DR Series system that has been joined to an ADS domain, make sure that you
have mapped a drive on the DR Series system using an account with DOMAIN\Administrator credentials (or by using an
account that is equivalent to a domain administrator). For more information about joining to an ADS domain, see
Configuring Active Directory Settings.

% 3F: If you do not use an account with sufficient privileges, you will not be able to see the shares or you may
experience other problems.

1. Click Start — Control Panel — Administrative Tools — Computer Management.
The Computer Management page is displayed.
2. Click Action — Connect to another computer....
The Select Computer dialog is displayed.
3. Click Another computer, type the hostname or IP address for this DR Series system, and click OK.
The Computer Management page is displayed with the designated DR Series system listed in the left pane.
4.  Click System Tools, and click Shared folders.
The Shares, Sessions, and Open Files folders are displayed in the main pane of the Computer Management page.
Click Shares to display a list of the shares managed by the DR Series system.
Right-click on the share of interest, and select Properties.
The specified share Properties page is displayed.
7. Click the Share Permissions tab in the specified share Properties page.
The Share Permissions view in the Properties page is displayed.

8. Toremove existing access permissions to the share, or add additional groups or user that can access the share,
complete the following:

- To add access for a new group or user, click Add... to display the Select Users or Groups dialog.

- Click Object Types..., choose the object types you want to select (Built-in security principals, Groups, or
Users), and click OK.

- Click Locations... and define the root location from which to begin your search, and click OK.
- In the Enter the object names to select list box, enter any object name(s) you want to find.

% 3E: You can search for multiple objects by separating each name with a semicolon, and by using one
of the following syntax examples: DisplayName, ObjectName, UserName,
ObjectName@DomainName, or DomainName\ObjectName.
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- Click Check Names to locate all matching or similar object names that are listed in the Enter the object
names to select list box, by using the object types and directory locations you selected.

Click OK to add the object to the Group or user names list box.
In the Permissions pane for the selected object, select the Allow or Deny check box to configure the following
permissions:
- Full Control
- Change
- Read
Click OK to save the selected share permission settings associated with the selected object.



Managing DR Series Storage Operations

Managing Container Operations

This topic introduces the concept of using the DR Series system to manage all of your data storage and replication
operations. Data storage operations can include tasks such as creating new containers, managing or deleting existing
containers, moving data into containers, and displaying current container statistics. Replication operations can include
such tasks as creating new replication relationships, managing or deleting existing replication relationships, starting
and stopping replication, setting a replication bandwidth limit per host, displaying current replication statistics, and
setting a replication schedule.

Creating Storage Containers

By default, the DR Series system provides a container named backup for your use after you complete the basic system
configuration and initialization process. You can also create additional containers to store your data as needed.

#: The DR Series system does not support creating container names that begin with a 0 (zero). In addition, many of
the DR Series system GUI and CLI operations will not work when a container name begins with a 0.

Containers function like a shared file system that can be accessed using the following connection types:

* NFS/CIFS
* NFS
* CIFS

* RDA (Rapid Data Access)

- OST (OpenStorage Technology)
- RDS (Rapid Data Storage)
* None (an unassigned connection type)

Choosing the None or unassigned connection type lets you create containers that can be configured later as needed. To
modify a container configured with a None connection type, select the container, click Edit, and start configuring it as
desired.

Creating an NFS or CIFS Connection Type Container
To create an NFS or a CIFS connection type container, complete the following:
1. Select Storage — Containers.

The Containers page is displayed, which includes a Containers summary table listing all existing containers.

2. Click Create.
The Create New Container dialog is displayed.

3. In Container Name, type the name of the container.
Container names cannot exceed 32 characters in length, and can be composed of any combination of the following
characters:
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% 3¥: The DR Series system does not support the use of the following special characters in container names: /,
#,0r @.

- A-Z (uppercase letters)

- a-z(lowercase letters)

- 0-9 (numbers)

- dash (-) or underscore (_) special characters

In Marker Type, select from the following choices: None, Auto, CommVault, Networker, TSM, or ARCserve.

If you select the Auto marker type, this will enable all marker types to be detected. As a best practice, if you have
only one type of DMA with traffic directed to a container, it is best to select the corresponding marker type (for
example, CommVault). Conversely, as a best practice, if you have traffic from a DMA that is not one of the
supported marker types, it is best to disable marker detection for the container by selecting the None marker type.
In Connection Type, select NFS/CIFS.

This displays the following in the NFS and CIFS panes:

- NFS access path: <system name>/containers/<container name>
- CIFS share path: <system name>\< container name>

% 3¥: To create an NFS connection type, skip to step 6. To create a CIFS connection type, skip to step 10.

To select an NFS connection type, click Enable NFS in the NFS pane.

The Client Access, NFS Options, and Map root to panes are displayed, and is where you configure this container to
use NFS to backup Unix or Linux clients.

In the Client Access pane, define a specific NFS client (or all clients) that can access the NFS container or manage
clients who can access this container:

- To allow open access for all clients to the NFS container you create, select Open Access (all clients have
access). When you select this setting, this action removes the Add client (IP or FQDN Hostname) and
Clients text boxes. Select this check box onlyif you want to enable access for all clients to this NFS
container.

- To define a specific client that can access the NFS container you create, type the IP address (or its FQDN
hostname) in the Add clients (IP or FQDN Hostname) text box, and click Add. The “added” client appears
in the Clients list box.

- To delete an existing client from the NFS Clients list box, select the IP address (or FADN hostname) of the
client you want to delete, and click Remove. The “deleted” client disappears from the list box.

In the NFS Options pane, define which NFS options to use for the client, by selecting from the NFS Options choices:
rw (allows read-write access), ro (allows read-only access), or insecure (allows for replies being made to requests
before the changes in the request are committed to disk).

ﬁ 3¥: The DR Series system always commits writes to NVRAM first before committing any changes to disk.

In the Map root to pane, select the user level you want mapped to this container from one of the following options
from the drop-down list and skip to step 12.

- nobody represents a user on the system without root access permissions
- root represents a remote user with root access to read, write, and access files on the system
- administrator represents the system administrator

% 3F: The DR Series system administrator that manages the system has a different set of privileges than does
the CIFS administrator user. Only the DR Series system administrator can change the password for the CIFS
administrator user. To change the password that allows access for the CIFS administrator user, use the
authenticate --set --user administrator commands. For more information, see the Del/ DR Series System
Command Line Reference Guide.



10. To select a CIFS connection type, click Enable CIFS in the CIFS pane.

The Client Access pane is displayed, which allows you to configure this container to use CIFS to backup Microsoft
(MS) Windows clients.

In the Client Access pane, define a specific CIFS client (or all clients) that can access the CIFS container or
manage clients who can access this container:

- To allow open access for all clients to the CIFS container you created, select Open Access (all clients have
access). When you select this setting, this action removes the Add clients (IP or FQDN Hostname) and
Clients text boxes. Select this check box on/yif you want to enable access for all clients to this CIFS
container.

- Type the IP address (or its FQDN hostname) in the Add clients (IP or FADN Hostname) text box, and click
Add. The “added” client appears in the Clients list box.

- To delete an existing client from the Clients list box, click to select the IP address (or FQDN hostname) of
the client you want to delete, and click Remove. The “deleted” client disappears from the list box.

12. Click Create a New Container (or click Cancel to display the Containers page).

The Containers page is displayed, along with a Successfully Added dialog. The list of containers in the Containers
summary table is now updated with your new container.

Creating an OST or RDS Connection Type Container

To create an OST or RDS connection type container:

1.

Select Storage — Containers.

The Containers page displays all existing containers.
Click Create.

The Create New Container dialog is displayed.

In Container Name, type the name of the container.

Container names cannot exceed 32 characters in length, and can be composed of any combination of the following
characters:

- A-Z(uppercase letters)

- a-z(lowercase letters)

- 0-9 (numbers)

- dash (-) or underscore (_) special characters

3F: The DR Series system does not support the use of the following special characters in container names: /,
# 0r@.

In Marker Type, select Auto.

Selecting Auto marker type enables all marker types to be detected. As a best practice, if you have only one type of
DMA with traffic directed to a container, it is best to select the corresponding marker type (for example,
CommVault). As a best practice, if you have traffic from a DMA that is not one of the supported marker types, it is
best to disable marker detection for the container by selecting the None marker type.

In Connection Type, select RDA .
The RDA pane is displayed.
In RDA type, select either OST or RDS.

In Capacity, select one of the following options allowed per container:

ﬁ 3%: If you select RDS, by default, Unlimited is selected. Under Capacity the Size field is inactive.

- Unlimited: this defines the allowed amount of incoming raw data per container (based on the physical
capacity of the container).
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- Size: this defines a set limit in Gibibytes (GiB) for incoming raw data allowed per container.

8. Click Create a New Container (or click Cancel to display the Containers page).
After creating the new container, the Containers page is displayed and includes a Successfully Added dialog. The
list of containers in the Containers summary table is updated with your new container (and its new status is
reflected as N/A in the Replication column of this table).
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Editing Container Settings

To modify any of the settings for an existing container, complete the following:

1.
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Select Storage=» Containers.

The Containers page is displayed, and lists all current containers.

Click Select to identify the container in the list that you want to modify, and click Edit.
The Edit Container dialog is displayed.

Modify the marker type options for the selected container as needed (containers support None, Auto, CommVault,
Networker, TSM (Tivoli Storage Manager), or ARCserve.

If you select the Auto marker type, this will enable all marker types to be detected. As a best practice, if you have
only one type of DMA with traffic directed to a container, it is best to select the corresponding marker type (for



example, CommVault). Conversely, as a best practice, if you have traffic from a DMA that is not one of the
supported marker types, it is best to disable marker detection for the container by selecting the None marker type.

4, Modify the connection type options for the selected container as needed (containers support None, NFS/CIFS, and
RDA).

- If you want to modify an existing NFS/CIFS, NFS, or CIFS connection type container settings, see the NFS/
CIFS, NFS-only, and CIFS-only options available in Creating an NSF or CIFS Connection Type Container, and
make the corresponding changes.

- If you want to modify the existing OST or RDS connection type container settings, see the options available
in Creating an OST or RDS Connection Type Container , and make the corresponding changes.

- If you want to modify the existing unassigned (None) connection type container settings, see the options
available in Creating An Unassigned Connection Type Container, and make the corresponding changes.

3F: If you select Open Access in the Client Access pane, the Add clients (IP or FQDN Hostname) and Clients
panes are hidden and you cannot create or modify these options.

3&: The DR Series system always commits writes to NVRAM first before committing any changes to disk.

#¥: The DR Series system administrator that manages the DR Series system has a different set of privileges
than the CIFS administrator user. Only the DR Series system administrator can change the password for the
CIFS administrator user. To change the password that allows access for the CIFS administrator user, use the
DR Series system CLI authenticate --set --user administrator command. For more information, see the Dell DR
Series System Command Line Reference Guide at dell.com/support/manuals.

5. Once the container type settings have been modified, click Modify this Container (or click Cancel to display the
Containers page).

The Successfully updated container dialog is displayed. The list of containers in the Containers summary table is
updated with the newly modified container.

il

MIBrER AT, Dell B EANELEEREFERBRRTHRE. ENREOIBENABRE, BERUAT
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JN\ il EMRAEM A A28 ESHIEHMREBIRE DR Series FBZ AT, Dol BIRBULNSREMER 5—
MKHARE S AR RE L EIE. BR—BEMER, BEERELTESHIRERAEIE. DR Series REH)
YHETAMES A L TFE TR PR EMEE TR R HEBAR.

1. i%3% Storage (##{i5) — Containers (A&%) .
IthRT4% 2 7R Containers (F8%3) 1@, HIHELAIRES.

2. B Select GEH) LUFRIREMBRAIEES, AE 8T Delete (MIFR
ItkBF4% B 7= Delete Confirmation (RHFRFRIA) IHFIE, RRECIEFMRIGEITE S SEMATR.

3. 7& Delete Confirmation (MIE&FAIN) FHEMES ST 0K (FAE) (S #F Cancel (BUE) LLE 7R Containers
(A% WWH) .

LEBT4% &2 7~ Successfully removed container (EpZIhlIFREES) XE4E. Containers (F2) WEREEM
BEFBEREMRIEE.
Moving Data Into a Container

To move data into an existing DR Series system container, complete the following:

1. Click Start — Windows Explorer — Network .
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The Network page is displayed, which lists all current computers.
In the browser Address bar, click Network to select your DR Series hostname or IP address.
The Network page is displayed, which lists all current storage and replication containers.

3E: However, if your DR Series system is not listed, you can enter its hostname or IP Address preceded by
"https://" and followed by the container name in the Address bar to access it (for example in this format,
https://10.10.20.20/container-1). The DR Series system only supports the Hypertext Transfer Protocol Secure
(HTTPS) form of IP addressing.

Move data from the source location to the destination container using your regular DMA or backup application
process.

3%: If any file ingested by the DR Series system by a DMA or backup application is renamed or deleted without
using the DMA or backup application’ s process, the corresponding catalog must be updated accordingly.
Failure to do so may prevent the DMA or backup application from being able to access the data.

Verify that the data recently moved now resides in the destination container (or click Dashboard — Statistics:
Container, select the destination container in the Container Name drop-down list, and view the following
information panes for recent container activity:

- Backup Data

- Throughput

- Connection Type
- Replication

Displaying Container Statistics

To display the current statistics for an existing container that stores your data, complete the following:

ﬁ 3¥: An alternate method to display statistics for any current container is to select that container by name in the
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Container Name drop-down list in the Statistics: Container page (Dashboard Statistics: Container).

Select Storage — Containers.

The Containers page is displayed, and the Containers summary table lists all of the current containers in the
system.

Click Select to identify the container to display, and click Display Statistics in the options bar.

The Statistics: Container page is displayed which shows the current backup data (number of active files and active

bytes ingested in the Backup Data pane), and read and write throughput (in the Throughput pane). The system polls
for and updates the displayed statistics every 30 seconds.

% 3F: To display statistics for another container, select that container by name in the Container Name drop-
down list.

This page also displays the marker type and connection type for the selected container, and the displayed statistics
depends upon the connection type container. For more information, see Statistics: Container Page, Connection
Type Pane, and Monitoring Container Statistics.

In addition, you can also display the set of system statistics by using the DR Series system CLI stats --system
command to show the following categories of system statistics:

- Capacity Used (system capacity used in Gibibytes or GiBs)

- Capacity Free (system capacity free in GiBs)

- Read Throughput (read throughput rate in Mebibytes or MiB/s)
- Write Throughput (write throughput rate in MiB/s)

- Current Files (current number of files in system)



- Current Bytes (current number of ingested bytes in system)

- Post Dedupe Bytes (number of bytes after deduplication)

- Post Compression Bytes (number of bytes after compression)

- Compression Status (current compression status)

- Cleaner Status (current space reclamation process status)

- Total Inodes (total number of data structures)

- Dedupe Savings (deduplication storage savings by percentage)

- Compression Savings (compression storage savings by percentage)
- Total Savings (total storage savings by percentage)

£ CLI 7%= DR Series R4 %t s

¥ #54E7 DR Series RGSHEEM B —#755%52: {£H DR Series &%t CL stats --system @& B R IA T 38
REFHER:

Capacity Used (EFIRIRGRE, B AZHHEITILFS (GB)D
Capacity Free (AJAMARZERE, B{IAGB)

Read Throughput GEFME, BACHZHFEIIEFT/E (MiB/s))
Write Throughput (E&RMZ, B{AA MiB/s)

Current Files (A%t HRTHREE)

Current Bytes (RZIHPHATNRANFETHE)

Post Dedupe Bytes GEMESEREENTHHS)

Post Compression Bytes (E@EEMFTHHE)

Compression Status (RETELFIRES)

Cleaner Status (HFTZ B EIYHIZAIRE)

Total Inodes (ZIBLEMBED

Dedupe Savings (BdEEHFEERTENEFRE=E, UEFELRD
Compression Savings GBI EHHEMNEFHRE, LSRRI
Total Savings (TS&EMBREME, UANERT

3% DR Series &% CLI % SMELIE8, 15505 Dell DR Series System Command Line Reference Guide (Dell DR
Series FHHS{TEEIER) -
£/ CLl B -5 ETAB/HNGIHER

A& A DR Series &% CLI stats --container --name <container name> 3 ER—AINFETRRNSGITER, &
BEUTHIHEE SR

Container Name (&REEHIEZH

Container ID (525X EXAY ID)

Total Inodes (FEFPHBBERRED

Read Throughput (F=RRIEEMER, BARTHFIIKFF/F (MiB/s)
Write Throughput (FBMEEMLZE, Bk MiB/s)

Current Files (=25 FHIZHATTHED

Current Bytes (F25F HATTHANFEHHD

Cleaner Status (FTi%EZ 2R A0 L BIZS B EIBUHIZIRESO

7% DR Series % CLI /S MEZIER, 15215 Dell DR Series System Command Line Reference Guide (Dell DR
Series FHHS{TEZIERE) -
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Managing Replication Operations

If you plan on performing replication operations across a firewall, the DR Series system replication service requires that
the following fixed TCP ports be configured to support replication operations:

3*: To allow replication storage information to be viewed by a corresponding data management agent (DMA), the
target DR Series system needs to reside in the same domain as the source DR Series system in the replication
relationship.

port 9904
port 9911
port 9915
port 9916

#E: If there are no existing containers, replication relationships, or any scheduled replication operations, the only
Replication-related option that is enabled is Create. The Edit, Delete, Stop, Start, Bandwidth, and Display Statistics
options are disabled (grayed out).

In the 2.0 release, DR Series systems support 32:1 replication of data. This means that multiple source DR Series systems
(up to 32) can write data to different individual containers on a single, target DR Series system.

3E: Starting with release 2.0, the DR Series system software includes version checking that limits replication only
between other DR Series systems that run the same system software release version (DR Series systems running
Release 2.0.x software can only replicate with other DR Series systems that run the same release system
software). For example, Release 2.0.x systems will not be able to replicate with Release 2.1 or Release 3.0 systems,
but can replicate with systems running Release 2.0.0.1 or 2.0.0.2.

3¥: You need to be aware that the storage capacity of the target DR Series system is directly affected by the
number of source systems writing to its containers, and also by the amount being written by each of these source
systems.

BEERIX AR
BORFOEHXER, HEARNLTRIE:

1.
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%1% Storage (7Efif) — Replication (&# -
LtkBT1% & 7K Replication (EHD TE, HEPRUATHANTIETHELREHIEE:

- Local Container Name (A= SBEZHR)
- Role (B#RZiR)

- Remote Container Name (IEI2RZZR)
- Peer State (EX#13LARHL)

- Bandwidth (SFIFFRED

sE:Bandwidth (7535) AEHIFETIRE, FHIRERZHSITFTH/F (KB/s), Z#HIIsFT/8
(MiB/s), —i#tHIFIL=FT3/%> (GiB/s) ILIRFHTE (BRIAD
BHiRIf= e Create (B8 »
ItkBHi% & 7R Create Replication (SIZ2E%)) TIME.
gStekaelectalocal container (I 1: EFE—NAMEEE) B, NTHBRRIIRPEE—IEE
£ Step 2: Select Encryption (538 2: EIFMEZ) o, EFLITMZEBZ—: None (F) . 128-bit (128
i) 3K 256-bit (256 £i)



£ Step 3: Select arole (S 3: EFE—NAB) &, £ Source (JB) ¢ Target (B
£ Step 4: Remote container settings (3% 4. MIERH[IKE) F, EFEUTHEMERZ—:
- Create container on remote system (FEXTFERZ EOERER) . MREFIET, HERAERIER
ZEBESSE (EfD , HPNATELRERE LEIERENERE.
- Map to container on remote system (BREHZIZIZRZ EAIREE) . MREFLIET, 52 FSZ
mIERG LA (25D , EhNETMEIITERG LA EINIEE,
7. GELB4RMANREES: Username (AP . Password (ZFFL) . Peer System (XZFZ%:) #1 Peer
Container Name (FERZEZMR) FE.

BEXESER, BERETERE LOESRSE (85D SMSIRERE ENASE (BFD , EFBRAT
FRi%EIR o

8. E: Create Replication (BIEEH]) (& Cancel (EUE) LUE R Replication (£#)) TTHE) »
WREILI, 1% 27 Successfully added replication (2RINAMEHD FHEIE.

Creating a Container on a Remote System (Replication)

This topic describes the process for creating a replication relationship with a container on a remote system using the
Replication page. For more information, see Creating Replication Relationships. The following procedure assumes you
have completed the Step 1, Step 2, and Step 3 tasks for creating replication relationships, and you are selecting the
Create container on a remote system option in Step: 4 Remote container settings.

To create a replication relationship with a container on a remote system, complete the following tasks:

% 3¥: Exercise care when configuring the direction of replication for source and target containers. For example,
target containers can have their contents deleted if they contain existing data.

In Username, type a valid user name for the peer system (for example, administrator).
In Password, type a valid password for the peer system (for example, StOr@ge!).
In Peer System, type the IP address that represents this peer system (for example, 10.10.10.10).

BN =

In Peer Container Name, type a name for the new container (for example, StorageReplica2), or choose from an
existing container on the peer system.

5. Click Create Replication (or click Cancel to display the Replication page).
The Successfully added replication dialog is displayed when successful.

MHZERERSG LNESE (E5D

AREF S 4B1E A Replication (E5) TEMS ZIRIERFZ LMEE, NMEABHERXRNTRE. BXESE
2, BESHEEHXRE. UTHERRECTREESHXATNSRE. SE2MPTEIES, HARE
Step 4: Remote container settings (53 4: TIZRE[IKE) % Map to container on a remote system (BREFZE
ERERG LA EI.

ERIMSZRERF LNEHEROEEFXR, BERUATES:

E4 %: BERARZMEFESNEFFEREG. a1, BFESaslaiuEnt, ERETaESHM
.

# 3 Map to container on remote system (BRETETIERZG FHIRED) .

7£ Username (AP R) #, BAXNZFRZMEYAA,E (flan, administrator) .

7 Password (%) 1, BANZFRHEMBYER (fin, Stir@geD) .

7£ Peer System (MEZRG) F, BARKTEZRSH IP 4t (Flzn, 10.10.10.10) .

7t Remote Container GEF272%) 1, B Retrieve Container(s) (@ E&R2) UEFIFIET B RITIESE.
7t Retrieve Container(s) (16FR &8 FIRIEF, AFEMENTIZRSE.

Bk Create Replication (BI@EH)) (& Cancel (BE) LUE 7R Replication (£ T -
MR, 1887 Successfully added replication (2R MEF]) FHEIE

N o o Rk w DN =
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mEEHIXR

EEMEIAERIXANRE, BHTMUATHRIE:

Ey EEREEBFRSFNMERA[OEFSERZNO. fi, BREROSTALEN, RAETESHH
FRo

1. i%3% Storage (7#fi5) — Replication (£H)) .
Itk BH4% 2 7= Replication (E&l) T,
2. B Select (£ LFRREMBMMESIXR, AREEHETZHA Edit (R -
It A% & 7 Edit Replication (4R%BEHI) XTiEHE.
3. IRIBEZE, 7t Step 2 SelectEncryption (I 2: EFMZ) FEXUTEEE:
- x
- 1284k
- 256-bit (256 fir)
4, IRIEEZE, 7 Step 4: Remote container settings (I 4: TIERRIVE) PERUTIEEE:

- RARZ
- EB
- Peer System (MFHZ)
FHRTEREEREFXANNEBEEN AR CRSHBH , Eit, mELE, LAMRIESHI%
&, REREHCEZEGRENEERMBERARIIMXR.
5. Ei Save Replication ({R7FE &) (& Cancel (BE) LLE 7R Replication (£#)) TiE) -
IR, 1887~ Successfully updated replication (ERINEFHEH]) IFIE.

ER S HIX ZR
EMBRAEEHLR, HERUTRIE:

1. i%3#% Storage (7Zf%) — Replication (ZF -
ItkBH4% 2 7~ Replication (E&l) TiE.

2. B Select GERE) DURREMRIAR, REBTETZFH Delete (HFR) .
It A4 & 7% Delete replication (MHFEEH)) ITFIE.

3. 7t Delete replication (MFREH)) HEED B L OK (FHE) (SHF Cancel (BGE) E7R Replication (£
#D TED .
M IEt, £ 8= Successfully deleted replication (2 REINMEEH]) IFIE.

FHaFIE.E S Hl

EFRRFLERBERXRZTNES], BHTRIATEHRE:
By EAXRESHHUNESER, BHEREEHITX.

1. i%#¥ Storage (Zf%) — Replication (ZF .
Itk 4% & 7= Replication (E#)) TimE.
B3 Select (EIF) DUFIREREL GE2RALE D [ GESALESH SHTENESIXR.
EF LRI ESIZTE, 8T Stop (B , RERE 0K (FiE) LUELEEH] (8 E Cancel (BY
iH) LUE R Replication (&) T1mE) -
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Itk B% 2 7~ Successfully stopped replication (2R INELEEH] FHEIE.

4. EFETRINESLEIE, H8E Start (FFiR) , REST 0K (FAE) KUFFEES (S8 Cancel (BX
;#) WLE R Replication (£#)) T1mE)
Itk BH% B 7~ Successfully started replication (EREINFEEHD IFIE.

R EEHITHTE

Bi%E DR Series 2% LS HITRIRE, BT TRIE:

1.

1%£3% Storage (77fi&) — Replication (&) .
A% & 7~ Replication (E%)) TiE.
B Select (£ LIRRERESHIHREERMESIKR, REHET Bandwidth (3D .
It BH4% & 7~ Replication Bandwidth Throttling (S &I 35RE1D XTiFIE.
M Peer System (3ZFRG) THIIFRPIEEFENZFRGEH IP ik,
£ Set bandwidth throttling speed GZETTRELRED F, NUATERFEFRZRENEHITHTRE:
- BHKBps (FFEH/F) , SAIFTE Rate GRZFR) HEFEN—LL KBps ABAIANERE.
- BH MBps JKET/F) , SAETE Rate GRE) EFFEN—LL MBps ABMIHNRERE.
- BEGBps (FIREF/F) , ARG Rate GRE) EFBEAN—LL GBps ABMARERE.
- B3k Default (not limited) (BRIA (FEBRFD O LUEETIRFIEHIHRIRE,

Ky i ETURENSR/ M RIFEHITEIILE R 192KBps.
B Set Bandwidth G&EWTE) (&8 Cancel (BUE) T 7r Replication (2% THE) .
R, 152 Successfully set replication bandwidth (2INEESHITH ) IHEHE.

EREFFRIHER
BEFHAEHERNGIEE, BRAUTRE:

1.

3.

j%£$¥ Storage (fEf%) — Replication (&) -
Itk 4% & 7 Replication (E#) Ti@.

B Select (£ LRRERRESHSIHEEMERIXR, SAFE T Display Statistics (BREEIHE
B) LR R Statistics: Replication (ZitH{E8: £%)) mm, HEbES:

- Replication Filter (Z#|i#i%E2%) - BTtk B &+ #Y Container Filter (REETHIERS) 4, ATLUEFE—
PMEENEFIRE. TBEEHIASE . — P Z 35 DR Series R%t. 1Bid Headers (¥53k) I
2, ARG IHE B X B S EAE P EEEIFZETE Replication Statistics (EFI%iHEE) HEXR
FRERNFIHEELER (BOABAT, SEPANEIXME: PeerStatus (FHZFIR7S) .« Replication
Status (E#IR7S) . Network Throughput (4% EME) . Network Savings (PEHEE)
Progress % (EEBE4LL) ) .

- Replication Statistics Summary (EHIZiHE2HE) - LEKE/RET7E Replication Filter (EHIIT
2R BIEPAINENSIRIEUREEMRTIPIIENESRH N ERFEEMFENEHERE
R. RIFPBMENERIENRE, TTEEEXRAKTRNERERMELITERS.

7E Replication Filter (EH1i%i%s%) HE+, EEZEEREEHSITERNUATEESSHILRFIEMN:

- BHAI (£ -AERRARZG FLACRENFERSENEFSRITHER

- B&E Name CBFR) . FH7E Name (BFR) THRIIRDEFBENER - AR BN ARNEHIHIT
BFR. ZERREIMERR, 157 Name (FBFR) THFIFRFEE Crl HEFERFENTMMMES.

- B PeerSystem (XEZRZ) , SAGi%TF Peer System (WMZEZSE) FIRIEFAYE /XS DR Series
ARG - JERENMTERGHEFIRITER. ZEEREZNMNEFRYS, 157 Peer System (FFHR
40 FIRESBRE Cul FEEEGTENEAMIINZERS.
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4,

7£ Replication Filter (EHIiF1E2S) &+, MLLT Headers (#53k) SIEEFIEFZTE Replication

Statistics (BEHIFITHER) WEXRFFEMERIIFTESIZAIREL:

Eq & xTB17[E DR Series RBRHRARIFERS (B, —PMRFEBIT10.1280HMB— 1 REE
T111.0848 , ATERE®E LERANARGRKEMALRE, EitH Containers: Statistics (F2%: 4t
IH{E2) 70 Statistics: Replication (ZIHER: &) NEFERNWEHSIHER B EE— LM INE
2.

- PeerStatus (XEIRZS) - RIRYBIXEIRTS (nsyne ([EEH) . Paused (F1E) B} Replicating
(EEEHD ) .

- Replication Status (EFIAZ) - RIRHBIEFIRZ (Offline (FE#l) « Online (BEHL
Disconnected (B HiFFE$E)  Trying to Connect (IEZESRIEIE) =% Stopped (=) ) &

- Timeto Sync (EISAED - RIRRGRISEFZHRTE (LLK/NEH/ 53 /F RBAD .
- Progress (%) GEEBE L) - UESEEEARRERIEFIHE.

- Replication Throughput (E#IEMHE) - UESLE (%) BERRTYEHIEHE.

- Network Throughput (REEHE) - UBASHEERARTUBIMEELE.

- Network Savings (MEFHEE) - UASHEARRYIBETEHISSMHMEHEE.
- LastTime in Syne (RE—XRE®) - RRRE—X#ITREREHIATE.

- Peer Container (W ERE) - RREFXRZPTHXNERSE.

- PeerSystem (FWEFHRYG) - FREFIXRFHITEFRGR IP ok,

BEXEZEE, 155 REX Statistics: Replication (ZFiHEE: %) HiH.

Creating a Replication Schedule

Replication schedules can only be set on individual replication-enabled source containers. To create a Replication
schedule on a replication-enabled source container, complete the following:

3F: If there is no Replication schedule set, but there is pending data that can be replicated, replication will run
when it detects the following: 1) there are no active data ingests, and 2) five minutes of system idle time have
elapsed since the last data file ingest completed.

3F: The Replication Schedule page displays the current DR Series system time zone and current timestamp (using
this format: US/Pacific, Tue Oct 28 14:53:02 2012).

To schedule Replication operations on your system, complete the following:

1.
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Select Schedules — Replication Schedule.
The Replication Schedule page is displayed.

Click to select the replication-enabled source container in the Container drop-down list.

The Replication schedule table is displayed with columns that identify the week day, start time, and stop time.
Click Schedule to create a new schedule (or click Edit Schedule to modify an existing Replication schedule).
The Set Replication Schedule page is displayed.

Select (or modify) the Start Time and Stop Time setpoint values using the Hour and Minutes pull-down lists to
create a Replication schedule. For an example, see Daily Replication Schedule Example and Weekly Replication
Schedule Example.

% 3F: You must set a corresponding Stop Time for every Start Time in each Replication schedule you set. The DR
Series system will not support any Replication schedule that does not contain a Start Time/Stop Time pair of
setpoints (daily or weekly).

Click Set Schedule for the system to accept your Replication schedule (or click Cancel to display the Replication
Schedule page).



% 3¥: To reset all of the values in the current Replication schedule, click Reset in the Set Replication Schedule
dialog. To selectively modify values in the current schedule, make your changes to the corresponding hours
and minutes pull-down lists for the Start Time and Stop Time you wish to modify, and click Set Schedule.

Dell recommends that you do not schedule the running of any Replication operations during the same time period
when Cleaner or ingest operations will be running. Failure to follow this practice will affect the time required to
complete the system operations and/or impact your DR Series system performance.

Daily Replication Schedule Example

The daily Replication schedule example in this topic illustrates the process for setting up a replication schedule that
uses a 24-hour clock (the time keeping convention where time of day is defined on a 24 - hour basis). You set or view a
Replication schedule in the Replication Schedule page. For more information, see Creating a Replication Schedule.

% 3¥: Replication schedules can only be set on individual replication-enabled source containers.

To set a daily replication schedule that starts at 16:00 hours (which is 4:00 PM in a 12 - hour clock format) and stops at
23:00 hours (which is 11:00 PM in a 12 - hour clock format) on Mondays, click Edit Schedule (if modifying an existing
schedule) or Schedule (if creating a new schedule):

» Select 16 in the hours pull-down list and 00 in the minutes pull-down list to set a Start Time of 16:00 on Monday.

» Select 23 in the hours pull-down list and 00 in the minutes pull-down list to set a Stop Time of 23:00 for Monday.

» Setthe Start Time and Stop Time setpoints for any remaining days of the week on which you want to schedule
replication.

ﬁ 3E: You must set a corresponding Stop Time for every Start Time in each Replication schedule you set. The DR
Series system will not support any Replication schedule that does not contain a Start Time/Stop Time pair of
setpoints (daily or weekly).

Weekly Replication Schedule Example

The following example shows how to set up a weekly Replication schedule with a start time at 01:00 am on Saturday and
a stop time at 01:00 am on Sunday. The DR Series system uses the 24-hour clock convention for its time keeping in which
each day is divided into twenty-four 1-hour segments.

#¥: Replication schedules can only be set on individual replication-enabled source containers that you select from
the Container drop-down list.

» Select 01 in the hours pull-down list and 00 in the minutes pull-down list to set a Start Time of 01:00 for Saturday.
* Select 01 in the hours pull-down list and 00 in the minutes pull-down list to set a Stop Time of 01:00 for Sunday

% #: You need to click Set Schedule for the DR Series system to accept your Replication schedule.

For more information on Replication schedules, see Creating a Replication Schedule.

97



98



15 DR Series &%t

AFEB N BanfalfE A S E R A9 Dashboard (3R4R) TIEIEDESN DR Series REHERIEM L EIIRE.
Dashboard ({{3&4R) TNHERHBIRGRSERIHE (System State (RLRE) « HW State (FEHIRZES)
Number of Alerts (%’—‘#&iﬂlg) #1 Number of Events (EE#2) . tksh, LTTEMXER Capacity (=)
Storage Savings (Ff& & E) # Throughput (FRLE) ) , FHEIE System Information (REER) Hig.
HiEMEMRLGETE (Health GEITRS) « Alerts (Z4R) F1 Events (E#) TIE) HISEE, FHX ‘tt%ﬁ?ﬁ_l
7~ DR Series RZMHATRZEITINR GRRABHARERID « HAIRGERMERTREEH.

Monitoring Operations Using the Dashboard Page

The Dashboard page contains system status indicators for the current state of the DR Series system (System State),
current hardware state (HW State), current number of system alerts (Number of Alerts), and current number of system
events (Number of Events). The Dashboard page also contains data graphs that display:

» Capacity—used space and free space available in percentage and total (in Gibibytes or Tebibytes)

» Storage Savings—total savings in percentage based on time (in minutes), which can be displayedin 1h (1 -
hour, which is the default), 1d (1 - day), 5d (5 - day), 1m (1 - month), or 1y (1 - year) durations.

* Throughput—for reads and writes in volume based on time (in minutes), which can be displayed in 1h (1 - hour,
which is the default), 1d (1 - day), 5d (5 - day), 1m (1 - month), or 1y (1 - year) durations.

The Dashboard page also displays a System Information pane that lists key information about this DR Series system
(such as product name, system name, software version, and a number of other key categories). For details about the
System Information pane, see System Information Pane.

System Status (RGRTS) £

Dashboard ({{3EHR) TIEE & H AL TEFREY System Status (RZEKAS) B8, XLEERRAME T YFIRGK
AFHIRHIEEE S DR Series RGUIRS (5 S M HERE

+  System State (RZLIRES)

+ HWState (EHIRZES) (5B 7EE Health GEITIR) TUHEAYHERS)

*  Number of Alerts (Z3R¥D (HHIEME Alerts (Z4R) TUmEAIHER)

*  Number of Events (¥ (5H1E[E Events (B TTEAVHEE)

BXLLT System Status (RZURT) BREFRHIE Zi£15:

+ System State (BRZGRTS ) , BSIRENARSFERE

« HW State (BEHEIRZS) , BSIHLNR%IE] U(/R
* Number of Alerts (miﬁﬁﬁ) , BEERENRGER.
*  Number of Events (¥ , B HENAGEH.
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NE Status CR7ES) Elfx PiRA

System Status (B&Zeik FRRIERTS.

) R A

System Status (FRZeik RREERES ENBE~EEIR) .

)

System Status (RZIR 9 FORN B REFEEARES GRNEImEEIR) .
o £ X

E:EBRAXYATHW State (EHERD) MHERS, HEHZEHZEUE R Health GEITIRA) W@,

Health GE{TIRL) TIE E 7R DR Series R AT BENIE (MRERE) WLUFIRES: BIENAENR
&, 2 TESIEENEE. BRLE. SARXBFEZNME. DR Series Z%tHY System Hardware Health (&
ZREEEITRD BRERTHIFRE. 8ARXE. BE. 7. BE. M%KEDFR (NIC). CPU, DIMM
#1 NVRAM BUARZS . JMNERY R Z244ERY System Hardware Health (BRHEHEITRR) BIRERTHIFEE

F. BANE. BE. EEMVESIEER EMM) BPIR7ES.

F: EE A XLAT Number of Alerts (CZ4RE) HNEZELR, HRTZEZEUE TR Alerts (Z3R) TTHE.
Alerts (1) TTEERTERZH, HiRERS|S., HEOHEMEE (HERPFERRD) JEENRGE
i

F: ERRAXYE Number of Events (43D MWESER, R HZEEUE R Events (E4) TA.
Events (B4 TMHETRTEHLEY, HRK3IS. mEN (TE. E5MNEEL) | HEBFMEE (&
ERAEHRTS IWEENRGE .

DR Series 2%t #A Capacity (BFE) E#&. Storage Savings (FHETHE) BE.
Throughput (FEHE) B

Dashboard ({{FH) WEFEE=AFLOER, HPETHEBEEARFRIBEXEE. CHHBAENEHE
B4 DR Series RGIKRTES:

Capacity (B&) - UBALLAHBNERCAMTRAYIEGEHEE, HUZHFTIRFHM_HFIXF
T (GIBFTB) ABMNERAE.
Storage Savings (FETEE) - LA NBMER—ELRTE (USMMARELD) HNHMETEE (44
ESHIRHERMEDS .
Throughput (FRLE) - LAZ#HIIKFET/F (MiB/s) HBMNEBR—EATE (UASHARGD RISRMEMS
BRIEMEILE.
3E: %fF Storage Savings (7FfiET5&E) # Throughput (FHE) HIBEIER, AEFERER 1h (1 /NEF, ZRIA
WE) . 1d QX)) 5d (5KR) « Im QOANA) Fly (5 HEANEYEIE.

System Information (REIER) B

System Information (RZ{E2) BHHRALT Dashboard (LK) TEAITES, ERTUTEANYERTARLE
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*  Product Name (FZ&EZHR)

+  System Name (RZZ#H)
Software Version (iR#ERAR)

*  Current Date/Time (48T BHA/BiE)

*  Current Time Zone (HATATR)



Cleaner Status CGEIEZEIRAS)

Total Savings (R H&EE) (BHED

Total Number of Files in All Containers (i & &85 HI3HE%)
Number of Containers (Z88%0)

Number of Containers Replicated (EE#IHERZHD)

Active Bytes GERIFETE) (MU EIMIRFESED

Eq E: ZEERHBX DR Series R4 CUI HEFERRAMIMES, BB LGS () EAR.

s
L

MARGER

EA] LUE A SAimE AR, Dashboard ({S3RAR) TUME R EIELTLAN DR Series RAERHA B RAZHHIIRT:

£ F Dashboard ({Z#R) Ti@E, A& Number of Alerts (ZE3R%) $&4EiAa] Alerts (Z3R) T1@E.
AT SR E R S 1E F Dashboard ({LFRAR) — Alerts (Z4R) iA1a] Alerts (Z4R) T1H.

Alerts (EH4R) TNEFFILARZERY,. HAIRX, HEHURRSISEXHWERBER. REERATE
BFERERNERIAES. AXEZER, FERETRAZER.

{% F Dashboard Alerts ({{F=HRER) TIH

E (£ Dashboard ({4 TNHRTHBTRGZERY, EFTHUTIRE:
B4 & SHEE%7% Dashboard ((U5RHR) MEH L, #EFEREFETHEXRAZERNESERN, AR

FfE.

B Dashboard ({(3=#R) BT _LHJ Number of Alerts (23R .
System Status (RZEIRZAS) =AY Number of Alerts (E3R¥D 1B T —MEIE (JIERERE, FEILLRG)
thy 2 MNER, XUEZERFIZE Number of Alerts: 2 (ZE3R¥: 2) $3Ed) .

2. B35 Number of Alerts (E53R¥D 1% (EXGIHH D .
FENS R Alerts (Z3R) T

3. EF System Alerts (REER) WMERPHNRELERTIE, EMNHRSIS. FHEEMITBIZERNEEE
BRI,
EXEEER, ES17 Dashboard ((NFEH FEILETAN B RAZER.

EERGEIR

EfEH DR Series SMEMBRAGERILUFIHE, BRI TIRE:

1.

FESARER B 82 3 Dashboard (X3R4 - Alerts (Z4R) .
RIS R o Alerts (Z53R) TiE, HA7E System Alerts (RGER) WEXRTIILE T REEROKE, H
BT HEATX (120 US/Pacific (EE/XEE) ) .

&5 System Alerts (RZIEIR) WHERPIIBHNEZER, SMERAUTIHRR:

- &35 (. 1. 2.0 .
- FFEE; CGRA yyyy-mm-dd hhimm:ss 483; 45140 2012-10-30 10:24:53)

- HE (CERAVEERR, 540 Network Interface Controller Embedded (LOM) Port 2 disconnected.
Connect it to a network and/or check your network switches or routers for network connectivity issues
(IR MLE 3 2 HI 2R (LOM) im0 2 BEIFFERE. 151 EIE IR EF/S0i0 T W 4% 32 3 %
HRR AR I 45 B )
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HNRGEN

AT LAYE DR Series R =4, HAEFA Events (F) TIE A Event Filter (EHiFiE:S) BRHEEZE ~NE
. KTREAAUETRAI (£ REEH, GHTLUSEHRFIABTUTERZ—: Info (FR) (ER
%) . Warning (Z4) g Critical (/"%) Eff.

i#id Events () THE, AJUERZAFZEGHMETHERRLHNRSEHLN DR Series REHIHATK
. BX{FEM Event Filter (FHiHi%2R) BRUEZEE, BSNERAEHEIHIESS.

BN ZRS, BERTIE—7 A8 R Events (Z4) TIME:

7£ Dashboard ({¥FRAR) I+, Hd5Events (B) @4 AY Number of Events (BHE) HEE.
- ESfIEiRT, %5 Dashboard ({FM) — Events (BF#E) LLE7R Events (B T1@E.

ERMERIRBERRAZEH

ZE{FF Dashboard ({{FH) NHEERLUTRFKEEMHE (Numberof Events (B ) , BRI TRE:
Ky & ZE8%7% Dashboard (M) MELE, HAHBRRYUAMAFEMHN, LAERGE.

1. 7 Dashboard ({{F#R) TiE L. i System Status (RZEIKZAS) #£9H9 Number of Events (ZE{h3) $kiE
(5030 Number of Events: 2 (F##: 2) ) .

LERTS 27N Events (BfF) TUE, EBPHIH T HEIEHMEE. Event Filter (BHIFIERE) | Events (F
) HERFHFIX.
2. 7£ EventFilter (EHIFIERR) BT, ALUEZFEBIEM Event Severity (BHEMW) TRIFIZRUREE
Timestamp From (BEBFFEARTIE]D F1 Timestamp To (A {E/BiLEsRATE]) FIAFAERIZE SR IFIRE .
3. 7E EventSeverity (EHM™EM) Thiflxkd, EEEMEHERNEHENTEERR A (£3P
Critical (F=&) . Warning (&%) = Info (§2) ) .

4. 7£ Message Contains GHE28E) #, £ Message GHE) MAFERHPMAEEZAIIRZKIAEH, DR Series
RAGHEFEMANAZTHITAIX O ANEW LR (FXFEMEMERETD . KRR /RTE Events (F
) HmERSP.

5. 7£ Timestamp From (Af[EEFFiaATED F, EFEPRTHEETAREHRUERHEBIBA G BEH.
- EHBATRPRETHERE—X (SEAAMREFH A LMAT LA REEFEREENA

.
- Eﬁﬁ I-_IJLour GNED) F1Minute (5389) BRUUNERIRIS> i B FTFERTE], SRS Now (HLFE) £/
SRR

- EERER, & Done (B -
6. £ Timestamp To (RTEIBLRATED F, EFRFBEHHEFAREMRUAERTHEAMMBEA.

- E‘;%ﬁﬁﬁ xR R EFEE—X (SERRMRREFIES AFAE AN FR m A

- Eﬁﬁ I-_Ifour CSEE) F0 Minute (53490 SBHRLUNETAD S $P i EETEATE], 3&8E Now (B FH
LFIATIE.
- BLESEEEfE, B Done (R -
7. B StartFiltter (FFIETHIE) UETFINER B Events () MERDPERRFEEH.
Events () #HERET Index (F3|) . Severity (ZEM) . Timestamp (BFEE) #1 Message GH
2 (EHMEERE) ERRASEES. ESHMFER Events (B BERDNER, BFRUTE
1E:

- BRESNEESTIEMGH. BHiZKRAT AL Events perpage (BEREMHH) , REERERER
7~ 25 8% 50 NE .
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- ERRSFERE-EUNRREN.

- BERTHMARGENTE, FHRE prev (E—TD Hnext (T—5D , ARFERMB LSS, HHE
Goto page (32 ZETIRL) HMIATIRSHEE Go (% E) UBRZNAZEH.

8. EABMURIFARRE, 58T Reset (EE) , AFIRBLE I EZLE 6 FifARI IR EMIFLR
fE.

BLTE Bvents (B TE LEMFHFESNESES, HSNEABLHRS.
£ F Dashboard Events ({{RIRZEH) RN

Z {1 DR Series SMEAME R AR EHHILAIRE, BTRIATHRIE:

1. 7ES#iE#HRF 25 Dashboard ({FHR) - Events (FH) .
tEETI% 27~ Events (SE) T1E, H7E System Events (RAEMH) HEXRPIIHTRASTHHNKE, H+
BT HEETX (530 US/Pacific (EE/XTEE ) .

2. &EFE System Events (RHEEH) WERPHHIRFEMHIIR, ®IRZRSIS. mEERE. HEHME
HiEE R ERAR 4.

3. {¥/ EventFilter (FHiHi%sY) WERSFERYG (EHTEREE. HEAS . WHEEFHRAEEELER
SEED ECRIEH.
B &{EF Event Filter (Eii£2%) MEZEE, BEREREHMESRMNERNERERREEH.

ERAEHIHESS

Events (=) TNHEE A Event Filter (FHiFiEsS) B, BZERATLUFIEEERE Events () HER
FERNRAZFEHILE ., EHFHEBTEETEELHERREB5EmR. £ Event Severity (B2
THFIRPIEFEEMRR, REEIDLE Timestamp from (a8 FF450FE]) F0 Timestamp to (B [E) B 44 SR At
B ik ERNFIRIRE SNSRI E S RAUHER.

EFRBELE Events (B WERPERNREZEH, BTRATERE:

1. Ei5 Dashboard ({¢{3R#)> — Events (ZE ) (=& Number of Events (E-#0) $&3%i700] Events (E
%) TED .

WEHS R Events (FF) TiE, HPFIE T HAIEAHRMARGRENLSATRX.

2. 7t EventFilter (BHiF1%£2S) B4&, M Event Severity (BT E M) THRIIEFRFEFRENER™E
.

REEHTEMLHEE:
- Péll (£ - B REHBUFHRFEEH (Al (£3B)  Critical (F=E) . Warning (Z4) FInfo (5
2))
- Critical (&) - XERTEEH (AL4EETN)
- Waming (&%) - XERESHEH (AREET
- Info (B2 - NEREEMEH
3. 7£ Message Contains GEEES) 1, 7 Message GEE) XAFEPMANEERAITIAE, DR Series

RGRMERANATPIT XS XNEHLE (RFHEMEMIERIEDD . LEHE R Events (F
) HERS.

4, #i Calendar (H[A) El#r (LT Timestamp From (BHE)EFFRETE) 3=ih) U EFBRES.
EREFRRES, BERATRE:

- ELHRRMTPEEFAEN—X, RETFAMREE RN kSR AF A ERRTENEEN R #.

- % Hour C/NES) F0 Minute (53$h) JEERIBRIFTFAVETE) (S E Now (7D ¥ HEAFIRIENR E
AERTBEAFETE ChRFSED O .

- B Done (5EAR) -
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5. Edi Calendar (AA) B4R (fiLF Timestamp To (BHEIEZERATIED =) MR EBESERIEES.
EREERRES, BRI TERE:

- EZARMTPEFAFEN—X, RETAMREE RS kR AF A EFRENEEA R % .

- 3% Hour C(/pBF) F0 Minute (43$8) FBSRVFE|FTERIETE] (ZREE Now (EI7E) J§HHEAFIRT B E
ﬁémﬁ%ﬂﬁ@(&ﬁﬂﬁﬁ)>o

- Hi#F Done (GEAk) o
6. B StartFilter (FFEATHIZ) (Ei# 5 Reset (EE) LIS BERE REGAE) .
ETiFEst N RE RS E/RTE Events () HEZXRH.

BXEM Events (Ff) WMERNELER, HERAEANERERTRGEM

BNERGEITIRA

7£ DR Series 2%t ERAUTEMSGZZ —ENFERREEERRHSETRS

£ Dashboard ({¢F#R> — Health GEITIRR) , ATLUNSAERIGE Health GEITIRMR) TUHE.
7£ Dashboard ({¢3RHMR) TRE, ATLUEAT HW State (BEERIRR) $535i519) Health GEITIRR) TRE.

B % Health GEITHRR) MEMNESESR, HSRETRA.

&£ Dashboard ({¥3=#R) TWHIEMRZGETTIR.

ZE{FH Dashboard ({¢3R4R)> TIHEZERAMENZA]T DR Series RABHAVIRT, ETRILTRIE:

1. HESHERS S E Dashboard (LFEHR) -

A% & 7~ Dashboard ({3&#R) Ti@E, FH7E System Status (BRGIRES) #2dhiR{t—N HW State (FEHEIR
75) HE4E (f5lEn HW State: optimal (BEfEIRZS: §4E) ) o (8 Dashboard ({3R#%) — Health GEITIR
S, tAAE Health GEITIRR) TE. )

2. B HW State (FERIRAS) $53E (FEAIF ) optimal (FfE) ) , AR~ Health GEITIRA) T1@E.
Health GE1THXR) TiE TIRH System (BEZ) %R, HEF-FBIASRAELTE L. MRS REN
18, RZLIEEIE Enclosure (H1E) EIF (WA HRZREA M REL) . System (RS EIN
FERVANIREFGNE, aiilE S REEENREALE (0-11) MMERZR IR (12-13), EHE
BrRNE. REEESRMEFRLES. MREREHATHAE, M Enclosure (HLIE) ELI+ R RHIEHFE
FRTALEMENE, RESRYIBEHEAE (0-11), BMEERIEEESS. NEMIHERIREEAL
B. o, TERY RIHIRSZITE. System (RZE) FEnclosure (Hl#E) #%Ik14 R~ System
Hardware Health (RZEHEITRKR) WER, LRI HFIE T DR Series R ET BREFHWAEEE
AR HRTIRTS.

E4 & 247 Dashboard ({UR4R) WAL, FABRERTHEXHAAGRENESFESN, 75
ERFE.

DR Series &%t - RGBS ETRAAYE

- HIRRE
- KB

- mE

- TFtiE

- HE

- NIC

- CPU
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- DIMM
- NVRAM

HliE - R ETRRAR

- RS

- R

o

- i

- HUBEIRISR (EMM)

{8 Dashboard Health ({SCRIBITRI) EIRN

EFASMERLEREREA DR Series RGAH (BERIT RENIE) MHAIRGRT, BETHIATIR
{E:

1. B35 Dashboard ({X3R4R) — Health GEITIRM) -
tERT45 B ok Health GEfTHRR) TUE.

2. BREAREIFTE Health (TR TTE EANERIEERME L, UEREEIRES. BFRLLK DR Series
ARG IERNEBRTIRIERSIRTNEE (DRA000 1 DRA100 R%0) KESHIXEIE

ERERNTEERE S BIRIREMYT RENEREREESR RS R BRI EOIEE.

3. EEFTH DR Series R REAH (BURATETEMIELTTFZ System (R4 L2 Enclosure (#1#E) )
Y System Hardware Health (RGEHEITIRL) WERPRES.

ERTMIMESR, BREURFHENMBERPHENMAN.

E i Health GEITIRI) TIERH T DR Series HAHAI/EHLE (7R DRA000 REMHLFEIRENZ (0-11),
BRI (PS1HPS2) LIKIRMERG AR (12501 13) > H’J'{k:u (7£ DRA00 R%i 7, RIER
GRS THFESE) - o, FrAEMITZE DR Series R%4H 439517 System Hardware Health

(RGEHEITRD R (BFEE. NG BE. &6, BE. NIC (MLHEQ+R) . CPU.
DIMM (MFIEHHRAFEHR) 1 NVRAM) o S FREMNEMN RS (Enclosure 1 (HAE 1) =k
Enclosure 2 (#1#62) ) , Health GEfTIR) TUHEREY REVERIEME (BRSNS
(0-11)) BURES, HFIHRFBAFZ. H4EARY System Hardware Health (RGREHIEITIRN) RIIE TH
BiRF. XNE. BE. EEMYESIEER EMM).

BXAREGHEHEFF Health GEITIRR) MHEMNEZEER, BESRETRRE. BNASEITIRAFNSEA Dashboard
UNEFERD TSN RSB TIR .

Understanding DR Series System NICs And Ports
The DR Series system supports the use of the following types of NICs:
* 1-Gigabit Ethernet (GbE) two-port (10-Base T); Dell recommends using CAT6a copper cabling

* 10-GbE two-port (100-Base T); Dell recommends using CAT6a copper cabling
* 10-GbE SFP+ two-port using LC fiber-optic transceivers or twin-axial cabling

The 1-GbE, 10-GbE, and 10-GbE SFP+ NICs configurations bond multiple Ethernet ports into a single interface by default:

* Forthe 1-GbE ports, this means that the four ports in the DR4000 system (or the six ports in the DR4100 system)
are bonded together to form one interface connection.

* Forthe 10-GbE and 10-GbE SFP+ ports, this means that to operate at maximum speed, only the two high-speed
Ethernet ports are bonded together to form one interface connection.
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The DR Series system supports configuring the NICs to use either of the two following supported bonding
configurations:

» ALB—adaptive load balancing (ALB) is the default; this configuration does not require special switch support,
but it does require the data source machine to be on the same subnet as the DR Series system. The ALB is
mediated by the Address Resolution Protocol (ARP).

» 802.3ad—also known as Link Aggregation Control Protocol (LACP) is used for copper-wired Ethernet
applications; this configuration does require special switch management (the requirement being that it be
managed from the switch).

For more information, see Configuring Networking Settings.

ALB and the 802.3ad are link aggregation methods that aggregate or combine multiple network connections in parallel to
increase throughput beyond what a single connection could support.

Link aggregation for Ethernet connections also provides redundancy, in case one of the links fails. The DR Series system
also comes with a Serial-Attached SCSI (SAS) card for future enhancements.

The DR Series system ships equipped with the 1-GbE, I-GbE, or 10-GbE SFP+ NIC. To visually differentiate between the
NIC types, observe the markings on the NICs installed in the rear chassis of the DR Series system:

* 1-GbENIC is labeled as GRN=10 ORN=100 YEL=1000
* 10-GbE NIC is labeled as 10G=GRN 1G=YLW

% 3F: There are three key requirements to meet if you choose to use the 10-GbE NIC configuration: 1) use only CAT6a
copper cabling, 2) you must have two switch ports capable of supporting 10-GbE NICs, and 3) you do not connect
the 1-GbE ports.

% 3F: There are three key requirements to meet if you choose to use the 10-GbE SFP+ NIC configuration: 1) use only
Dell-supported SFP+ transceivers, 2) you must have two switch ports capable of supporting 10-GbE SFP+ NICs (and
LC fiber-optic or twin-axial cabling), and 3) you do not connect the 1-GbE ports.

To verify the types of NICs that are installed in your system, click System Configuration = Networking to display the NIC
information. For more information, see Configuring Networking Settings. In addition, you can also use the DR Series
system CLI network --show command to display other NIC-related information.

HNRGERTER

E R RYAT DR Series RZMERATE R, 1583 Dashboard ({XFEHR) = Usage (ERAIER) LLER Usage (fF
AER NHE. BdtnEaENRERES, TR RNRSERBRKSETEYM Latest Range (F/EE
B 2% Time Range (RJEISEED . XUEFEFEN Usage (FRIER) TE LA TETR25 894

* CPULoad (CPU fa%;)

+  System (&%)

+  Memory (R#)

*  Active Processes (FERNIHATZ)

*  Protocols (#3)

+  Network (FI%%)

» Disk (F#)

< Al (£5)
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EBEEAl (23 2F, ET-RERUAT DR Series B4R ZS 2R CPULoad (CPU £a%k) . System
Usage (RZEFEAIFEMN) « Memory Usage - Total (HZEERIFEN - 22) « Memory Usage - Real (H7ZE{ER
&5 - E3L) . Active Processes - Total GEEhi#H#E - =) . NFS Usage - Total (NFS FER1ER - B2)
CIFS Usage - Total (CIFS {18 - 22) . Network Usage (RZ{FEAIEN) « Socket Usage - Total (EiE
OfEATER - 28) . Active Connections GEZNIEE) . Disk Usage - Meta Data (##21EFTER - TTHIR)
#0 Disk Usage - Data Storage (#£{FR1ER - BIBEME)

Displaying Current System Usage

To display the current usage for a DR Series system, complete the following:

1.

Click Dashboard — Usage.

The Usage page is displayed.

View the current system usage based on the current Latest Range or Time Range values in effect (the default is the
last 1-hour period). By default, the CPU Load is always the first tab that displays when the Usage page is selected.
The tabs you can display in the Usage page include: CPU Load, System, Memory, Active Processes, Protocols,
Network, Disk, and All. For more information, see System Usage.

Click any of the system usage tabs to display the current status for that tab category (or click All to display all of the
system usage tab results).

For example, click Protocols to display the current results for the NFS Usage - Total, CIFS Usage - Total, RDS Usage
- Total, and OST Usage - Total for the system.

% E Latest Range (R/FIEE) &

Fi%E LatestRange (R/ETRE) EH ERETHRENRGIRELER, BT TRIE:

1.

B3 Dashboard ({3&#%) = Usage (ERIER) -

A8 & 7~ Usage (EFR1ER) TUE.

B & Latest Range (RETEED .

7£ Range GEED ThiF|FRFPIEFEBEMFFEATEEE (Hours CME) | Days (H) 3¢ Months (B) ) &
BUATERT, Hours GNED) R TRAFIFRS B RAIE—NEEEAIERET.

fE5FRi% Range (GE[E) #F4ERTaEX4EUCACAY Display last... (BR&IE..) THIGIEPEFE—ME.

54, Hours (/A  (BREIBGARRETEED SFIH 1-24 Z [BAIET. 0Ri%EFE Days (H) , WFIH
HIEIRAT 1-31 208, INRESE Months (B) ., NFIHANETNT 1-12 28,

BEHRNA.

BESEETHEREEENERBTAXBENEERF (HEEAI (28 BRETHERENFRE
RGER

AXEZER, FEARBBEAMETSEIREFERER.

% E Time Range (EHESEME) &

% E Time Range (RHESEED EH ERETXLERENRGRTER, BETHATHRE:

1.

Btk Dashboard ({¢3&#R) — Usage (FRAIER) -
kBTS2 7~ Usage (ERTER) TAmE.
B4 Time Range (BHEISEED

7f Start Date (FF3sHER) =, #if StartDate (FFIRHERD FEX (Z Calendar (HA) E#R) LLERZHA]
B#.
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BRZFZRINAY, BRERAGREEPHNAS S AUELSRFE (HZmFE) FERERFRMD.
4. EHEFERMHIEIE Start Date (FFIRAHED . BFEMIEE:

- HEFERMHPIERFEN—X (RETTRAXED . REXEATH (EFAKE) .

- 8 Now (IR7E) mIkIRHATHHEAFNATE (KL Hours (/1B F0 Minutes (9%0) FRx) (SiEH
Hour C/\BF) %1 Minute (43%0) iBHRRIEIFEFERIBTEE) .

5. & Done (5ERY) LAEIK StartDate (FFERHHERD 80 HEAMATEILE .
g B R HEIFNETE)R B A mm/dd/yyyy hh:mm AM/PM 18X E 7R

6. 7t EndDate (ERHERD &, HIT5IRE Start Date (FFIEHED) HEIMEIELIEESERHER (Si%#E Set
“End Date” to currenttime (4% “ZERHER" &EAHAATED O .

1. BENR.

8. BESEEMREETESVHERABRLEENNEETF (HRE Al (28 UERETENRER
G B R G EMBRERFER) .

9. TEETE%EMEHI DR Series RS FAIFRER.
Bk Usage (FAER MENEZESR, HERERABANMERYBIREFERIER.

IIF‘)\“%%%Z?E-VI_{FI o

B 3 Dashboard ({{3%#R) — Statistics: Container (ZiHEE: &%) TJI&MIZE Container Name: (F2F&HR: )
THIFRFESSFZNFITER, EHSKIHEREREUTERS:

 Backup Data (ZFH%¥#)
Throughput (FHE)

+  Marker Type (#RiZ2HE)

+ Connection Type (GEHEALE)
+ Replication (£%)

ﬁ9§§§1n_, 1549 Backup Data (338 &%, Throughput (FIE) 4. Connection Type GERES
) BE#&. Replication (E#l) BE#&. Statistics: Container (FZiHEE: BL) NMEMEESEIEE.

Displaying the Statistics: Container Page

To display container statistics for a selected container, complete the following:

1. Click Dashboard—> Statistics: Container.

The Statistics: Container page is displayed.

2. Inthe Container Name: drop-down list, select the container you want to monitor.

% 3¥: When you select a container, all statistics displayed on the Statistics: Container page represent specific
information about the backup data, throughput, replication, marker type, and connection type for the selected
container. The displayed statistics will vary depending upon the connection type used by the specified
container.

3. View the current statistics in the Backup Data and Throughput panes.

The Backup Data pane displays the number of active files ingested based on time (in minutes), and the number of
active bytes ingested based on time (in minutes). The Throughput pane displays the number of read data in
Mebibytes/per second (MiB/s) based on time (in minutes), and the number of write data in MiB/s based on time (in
minutes).

3&: The Current Time Zone for the DR Series system is displayed below the Backup Data pane (for example,
System Time Zone: US/Pacific).
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4, Inthe Backup Data and Throughput panes, click Zoom to select which duration period you want to display:

- 1h(1-hour is the default duration displayed)
- 1d(1-day)

- 5-d (five-day)

- 1m (1-month)

- 1y (1-year)

% §)

3F: To refresh the values listed in the Backup Data and Throughput panes, click

5. The Marker Type pane displays the marker type associated with the container (supported marker types include
None, Auto, CommVault, Networker, TSM (Tivoli Storage Manager), or ARCserve.
If the Auto marker type is selected, this means all marker types will be detected. If you have a specific marker type
selected (for example, CommVault), this means you have specified traffic to the container from that DMA type. If
marker detection for the container is disabled, this means the None marker type is selected.

6. Inthe Connection Type pane, view information about the configured connection type for the selected container
which can be NFS, CIFS, NFS/CIFS, RDS, or OST (the following example shows an NFS/CIFS container):

- NFS Connection Configuration pane—NFS access path, Client Access, NFS Options, and Map root to.

- CIFS Connection Configuration pane—CIFS share path and Client Access.

- Ifthe container is an RDA connection type container, the Connection Type OST pane or Connection Type
RDS — displays three tabs: Capacity, Duplication, and Client Statistics. The Capacity tab displays a
Capacity pane with Status, Capacity, Capacity Used, and Total Images. The Duplication tab displays a
Duplication Statistics pane with Inbound and Outhound statistics in the following categories: Bytes Copied
(logical), Bytes Transferred (actual), Network Bandwidth Settings, Current Count of Active Files, and
Replication Errors. The Client Statistics tab displays a Client Statistics pane with Images Ingested, Images
Complete, Images Incomplete, Images Restored, Bytes Restored, Image Restore Errors, Image Ingest
Errors, Bytes Ingested, Bytes Transferred, and Network Savings.

7. Inthe Replication pane (for NFS/CIFS connection types), view the replication information for the selected container
in the following two panels:

- Replication Configuration—Enable, Role, Remote Container Name, Bandwidth, and encryption.

- Replication Status—Peer State, Replication State, Replication Average Transfer Rate, Replication Peak
Transfer Rate, Network Average Transfer Rate, Network Peak Transfer Rate, Estimated Time to Sync (in
days, hours, minutes, and seconds), Savings (in percentage), Last INSYNC Time (yyyy-mm-dd hh:mm:ss),
and Schedule Status (next starting time in days, hours, minutes, and seconds).

HANEHETER

B Dashboard ({{(F=#R) — Statistics: Replication (ZEiHE2: & AR =AM Replication Filter (£
%S BIRPEHEN— (FHED) FHM— (FE) 3% DR Series RAMWEFIZGITHER . RIBEREM
wE, TENAERATAENEFRITHESR:

- FARE
© —AMEBMEERR
© —MEHZ %1% DR Series R4t

Replication Filter (Z#IFFE=R) BHiZE S 10 Mrii E1EIE, EPXLEIEIER, 1§ 27w Container Filter (Fs5
THiEES) PETIES RN EthITE DR Series RZENEFIZIHER.

HIFRE, NERGEMEFGIHEE ARG, BE Apply Filter (ATFIRSS) ATRETHENEELUHERES
FIHEEER.

{5 A Statistics: Replication (ZitH{E2: &#H) RMEAFEEMFEHERMESHE. — M HZMIESRIE—
NS E xS DR Series RGN ERBMBAXEHKITHER.
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AXEHGHEENESER, FERETEHSGITER . SaaifiksiMET Statistics: Replication (Z&1HE
B: EFD T,

Displaying the Statistics: Replication Page

To display system replication container statistics for a selected container or another DR Series system, complete the
following:

1. Click Dashboard=> Statistics: Replication.
The Statistics: Replication page is displayed.

2. Toselecta container or another peer DR Series system, choose the appropriate Container Filter option.

- Click All to choose all of the replication containers.

- Click Name, press Ctrl, and select the containers in the list box to select one or more containers in the list
that you want to display.

- Click Peer System, press Ctrl, and select the peer systems in the list box to select one or more peer DR
Series systems in the list that you want to display.

% 3¥: Only one of the Container Filter options can be active at any one time (they are mutually exclusive).

3. Selectthe Header check box(es) for the replication statistics categories for which you want to filter and display in
the Replication Statistics summary table:

- Peer Status

- Replication Status

- Time to Sync

- Progress % (percentage)
- Replication Throughput
- Network Throughput

- Network Savings

- Last Sync in Time

- Peer Container

- Peer Status

ﬁ 3E: The following five types of replication statistics are enabled by default: Peer Status, Replication Status,
Network Throughput, Network Savings, and Progress %. If you choose more than five types of statistics
(when you select additional check boxes), a horizontal scroll bar appears at the bottom of the Replication
Statistics table. Use this scroll bar to display the columns of additional statistics that may not display within
the main window.

4,  Click Apply Filter to display the replication statistics types you selected to filter for your container or other peer DR
Series system choices.

The Replication Statistics summary table displays the replication statistics types you selected in the Replication
Filter pane.

To reset the default settings in the Replication Filter pane, click Reset.
To update the Replication Filter table after making a change, click Apply Filter to display an updated set of
replication statistics.

3¥: Use the horizontal and vertical scroll bars to navigate through the columns of replication statistics
displayed in the Replication Statistics summary table.
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3¥: You can set up nightly replication statistics notification mails using the alerts --email --
daily report yes command. For more information, see the Del/ DR Series Systems Command Line Interface
Guide at dell.com/support/manuals.

A CLl B =EHGiHER

F% T £ FF DR Series &%t GUI B/REFIZIHE RN, ERTLUEF DR Series &%k CLI stats --replication --name

<container name> i ¢ B RIFEEHIBRZNHITER, UEFBUTEFERZHIHERLE:

Container Name (EHIEEHRTR

Replication Source Container (FBFFRiREHRREHRTR)

Replication Source System (Z(IEIERY IP #htibsk E 412D

Peer Status (EHITZFRILACRAS: Flan, &S

Replication State (EHIXFRMHECRES: Flan, FELHO

Schedule Status GHXIBIHEPRES, BACAR. BT 24 #D

Replication Average Throughput (E%IFEIEMR, AR Zi#HEIFFT/# (KiB/s)
Replication Maximum Throughput (S &I AEMZER, B{IK KiB/s)

Network Average Throughput (P4&FHFMZE, BHLA KiB/s)

Network Maximum Throughput (&R AEFMER, BAA KiB/s)

Network Bytes Sent (ZZERIMEF B, BAATHFIILFT (MB)

Dedupe Network Savings (GBI ES HIBHMRIIMMMETHEEE, RABSHEED
Compression Network Savings GBITEAELIHIMETERE, RABSEEERD
Last INSYNC Time (_LREIZ4R(EAIBHA, 43X yyyy-mm-dd hhimm:ss)
Estimated time to sync (BB TOREISHRIEMNRTE, BAAX. NEL S8F0FHD

tesh, REEEIRHERBESSIAE, FRESHIFNEEMNE S XHEEENER.
7% DR Series % CLI S MEZIER, 15215 Dell DR Series System Command Line Reference Guide (Dell DR
Series FHHS{TEZIERE) -

m



112



7

{&£ F DR Series &St %I

AI{EF Support (X#%F) TiE K H Diagnostics (i28T) . Software Upgrade (3R¥-F+£%) 0 License (IFA]) IR
#£4P DR Series RERVIRS . Eifio)ix ik, &% DR Series RZESAEMR (a0, & Support (Z#H)

- Diagnostics (i2#7) L{E 7w Diagnostics (I2) T ZkfF M Support (#%) TimE_EAY Diagnostics (i2
W) . Software Upgrade (ZXfFF4R) 3k License (VFA]) $53%.

Support Information Pane

The Support page displays the Support Information pane, which provides the following information about the DR Series

syste

m:

Product Name—DR Series system product name

Software Version—DR Series system software version installed

Service Tag—DR Series system appliance bar code label
Last Diagnostic Run—timestamp of latest diagnostics log file (for example, Tue Nov 6 12:39:44 2012)
BIOS Version—current version of installed BIOS

MAC Address—current address in standard two-digit hexadecimal grouping format
iDRAC IP Address—current IP address of iDRAC (if applicable)

Ethernet Ports—displays information about bonded ports only (if the 10-GbE NICs are installed, it only displays
information about the two supported 10 - GbE ports):

Eth0 MAC address and port speed
Eth1 MAC address and port speed
Eth2 MAC address and port speed in
Eth3 MAC address and port speed in

% 3F: This example shows four Ethernet ports bonded (such as if a DR4000 system with 1 - GbE ports as a
single interface). For more information on possible port configurations, see the system chassis
descriptions in Local Console Connection.

3E: The Support Information pane contains important information that may be needed if you contact Dell Support
for any technical assistance.

3¥: For additional system information, click Dashboard in the navigation panel to display its System Information
pane, which lists Product Name, System Name, Software Version, Current Date/Time, Current Time Zone, Cleaner
Status, Total Savings (in percentage), Total Number of Files in All Containers, Number of Containers, Number of
Containers Replicated, and Active Bytes.

Diagnostics (GZHfr) T1EFIIEIR

{&£ /A Diagnostics (I2Hf) TUE _EHYEIN AT R R G SRTATSHOFSWT 530 (Generate (AR )« 4%
BHAEXHTHEARMFES (Download (TE) O HMFRIHLE BEXH (Delete (HFRD D .

Eq EAXSEREXH. BESXHERIBERINESES, HSAXTISHRS.
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DR Series i HEXHR—NMESE, S IEREHARRENSMXHRE, HEBEREAELREN Jzp
#4183, Diagnostics (iZW) TImEET U TEBMMRRE MM HESH:

*  Filename (3zHER) - &K <hostname>_<date>_<time>.|zip, INABIET7R: acme-
sys-19_2012-10-12_13-51-40.Izip
K 7S ST B REI Y 128 PNEFF

+ Size (KN - BAIAIKFETS (5140 58.6 MB) .

+ Time (BYED - BECHRIBIZATEE (5130 FriOct 1213:51:40 2012) .

. Egasonforgeneratlon CERRIEED - AR BESCHRERE (flan, [admin-generated]: EIEHRE
)

K SR E R BRE PRSI A 512 N FRF, HE R e DR Series &%t CLIRMUEAA.
° Status '{kn.-\) '?EI‘ IL.\YTq:E,]/IkILa\ (1§|J§H Completed (E,;__‘EEE) ) °

7K Diagnostics Gi2H7) TUEAIFEBFM:

¥ Support (3z#%) TumE (i#id Diagnostics (i2Hf) $5#Eij7ia] Diagnostics G2HT) TImE) .
« {# Support (3Z#%) — Diagnostics (iZHT) (M SfmEARII] Diagnostics 2B TAED

WMRELTISH AR, AIfEMA Diagnostics G2HD WERTHHNIEHEMES—NE:

« HBdiprev (L—T1) s next (T—5) AIEGEHEBIHBII—T.

o WMHHIHAITIRS (F£ Goto (3EFE) TWEEIA)

+ fEGoto (3% TNETMATIG, AFET Go (FIfH) .

* f$5F Diagnostics (21 HERAMMRNZ AT EFMEERRNTEISH HECH.

E: 7£ Diagnostics (Gi2Hf) WERTPEAUEEENEE THNEZEH. 7 Viewperpage (BEMEF=2) T
hiylFRd, BE 25550 LUEEFEETHNEER=E.

Generating a Diagnostics Log File

A DR Series diagnostics log file is a bundle that contains a variety of file types that record the latest system settings, and
saves them in a compressed .Izip file format. The Diagnostics page identifies each diagnostics log file by the following
attribute types:

* File name

» Size

* Time

* Reason for generation
» Status

3&: When you generate a diagnostics log file bundle, it contains all of the DR Series system information that may be
needed when contacting Dell Support for technical assistance.

The diagnostics log file bundle collects the same type of hardware, storage, and operating system information collected
by the Dell System E-Support Tool (DSET) from the Dell DR Series system hardware.

The diagnostics log file bundle is identical to one created using the DR Series system CLI diagnostics --collect --dset
command. System diagnostics information can assist Dell Support when troubleshooting or evaluating your DR Series
system.
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To generate a diagnostics log file bundle for your system, complete the following:

1. Select Support = Diagnostics in the navigation panel.

The Diagnostics page is displayed, and this page lists all current diagnostics log files.
2. Click Generate.

A New log file is scheduled dialog is displayed.

3. Toverify that a new diagnostics log file is being generated, check the status of the diagnostics log file by selecting
Support = Diagnostics.

The Diagnostics page is displayed, and a status showing In-progress indicates that a new diagnostics log file is
being generated.

Once completed, the new diagnostics log file resides at the top of the File Name column in the table. To verify, check its
timestamp (using its date and time), to ensure this is the latest diagnostics file created.

% #: When you generate a diagnostics log file bundle, it contains all of the DR Series system information that may be
needed when contacting Dell Support for technical assistance. This also includes all the previous auto-generated
diagnostics log files, which are then deleted from the DR Series system.

The diagnostics log file bundle collects the same type of hardware, storage, and operating system information collected
by the Dell System E-Support Tool (DSET) from the Dell DR Series system appliance hardware:

* To collect a DSET log file, use the DR Series system CLI command, diagnostics --collect --dset.

* To collect the comprehensive DR Series system diagnostics log file bundle (which also includes DSET
information), use the DR Series system CLI command, diagnostics --collect.

THISE RS
57 Diagnostics (IS¥H) TEFHITH S FHIVALUT AT, BT THRIE:

1. “ESHEHRTEE Support () — Diagnostics (IZHT)
ItkB4% & 7 Diagnostics GiZHf) TimE, HANE5IE RS 2 I1FHFRE LFN2H BESCH.
2. B Select GERE) LURRETHAISHWHEH, SA/FEE Download (RE) (HBFIEHHELHS
i) .
Itk B9% 2 7% File Download (STHTE) XiFIE.
FEEAERFNSEHEEH (FFBHE Status CIRE) ERH In-progress (HE1TH) D B, SETHE
YR HEZELTIEEFRES, MRS EFITH, Download () EMSWER.
3. WREBUTERAEXHTHEREME:
a) WRMNET Linux AYZSEi/519) DR Series &%t GUI: 583 Save File (IREXH) HESIMEARNESCHERAL
B, EXFIYHE (FRBUEXLHR) , REHRT Save (RE) B2l BEXHRERIEEHNXTH
RALE .
b) AR MET Windows FIZR %155 DR Series 2% GUI: 158 Save (fR7F) (5 SaveAs (HF
7)), BHiE Downloads () XHRHFKZEIISEHETH.

HBRI2ER B &3

Z M Diagnostics (iZ1#7) TiiE L&Y Diagnostics (27 FHERTMIBIMEICH BECH, BRI TIRE:

1. 1%¥% Support (z#) — Diagnostics (iZHF) .
ItkB}4 B 7~ Diagnostics (iSH7) TiMH .

2. B Select (£ LURIEEMIBRAVISHISCH, AE 2T Delete (IR .
It A4 & 7 Delete Confirmation (HIBRARIA) FHEIE.
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3. BEHO0K (BE) UMBRETIEAISET B (S8 Cancel (BUE) LLER Diagnostics (I2ET) 71
| -

BINEF, £ 87K Log file was removed successfully (2RI EEHE) IiFIE.

DR Series System Software Upgrade

When you initiate a DR Series system software upgrade, the navigation panel displays only the Support page and the
Software Upgrade options.

The administrator that initiated the software upgrade (considered the initiator administrator) will see a System
Information pane that displays an alert that reads IMPORTANT: Please do not navigate out of this
screen until the upgrade is finished, and displays the upgrade status as Upgrade in
Progress... Please wait....The CurrentVersion and Upgrade History versions of the DR Series system
software are listed in the Software Info pane.

All other administrators that may be logged into DR Series system (with the exception of the initiator administrator who
started the software upgrade), will only see a dialog that displays Status: The system is being
upgraded. Wait for it to become operational.

There are only three possible outcomes during a DR Series system software upgrade operation:

* The upgrade operation completed successfully—no reboot is required.

* The upgrade operation completed successfully—but a reboot is required (click Reboot in the Software Upgrade
page).
* The upgrade operation failed.

Software Upgrade (3R¥FHH) TIEFNIEIR

1§ 3 Software Upgrade (3R#-F4%) TIEI&IF Software Information (ZR{E{SE) B 48 DR Series R AR HHI Y
BIREMA. AIERMMAGEE R Software Upgrade (3XIEFER) TiE:

« {¥F Support (X)) TiiH, Ei Software Upgrade (3RIFFHR)
+ FHASMER, % Support (Z#F) — Software Upgrade CBREHR) .

XM 775450 B 7R Software Upgrade (RREFFHZR) TimE, ZELbTim EAMERAE P AERIEIE ST REM A,
WE AT R EW AR ARNFRFSE, WIFDRACIP #itlt (WNREEFR) , BaiFLdiERE=H 515 DR
Series &%t

F4 %: % DR Series REMMARIE, FHERTE “starting” (EERBF) LFEBIMRHARIEF—EER
Ro B Z DRSeries RAFRIRSEXRA “almostdone” (JLFFTRK) » BEHRTIEABKTHK.
Verifying the Current Software Version

To verify the currently installed version of the DR Series system software, complete the following:

% 3E: You can verify the version of the installed DR Series system software in the Dashboard page (in the System
Information pane), the Support page (in the Support Information pane), and the Software Upgrade page (in the
Software Information pane).

The following procedure documents the process from the Software Upgrade page.

1. Inthe navigation panel, select Support and click Software Upgrade (or select Support— Software Upgrade).
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The Software Upgrade page is displayed.

Verify the currently installed DR Series system software version listed as Current Version in the Software
Information pane (all previously installed versions are listed under Upgrade History, showing the version number
and timestamp when installed).

Upgrading the DR Series System Software

To upgrade the DR Series system software, complete the following:

3¥: The DR Series system only supports the copying of upgrade images and diagnostics files to and from the
system using WinSCP. The DR Series system does not support the copying or deleting of any other file types using
WinSCP. To use WinSCP to copy DR Series software upgrade and diagnostics log files, ensure that the File
Protocol mode is setto SCP (Secure Copy) mode.

3F: You can use other SCP tools with the DR Series system, but you cannot use these other SCP tools to copy other
types of files to or from the DR Series system.

Using the browser, go to support.dell.com, navigate to the DR4000 product page, and enter your service tag.

In the Dell DR Series Drivers & Downloads page, click Find Drivers & Downloads.
The Drivers & Downloads page displays a listing of downloadable firmware, utilities, applications, and drivers for
the DR Series system.

Locate the IDM section of the Drivers & Downloads page, which includes the Dell-Utility (DR Series Upgrade File) in
the format, DR4x00-x.x.x.x-xxxxx.tar.gz, and showing its release date and version.

Click Download File, click For Single File Download via Browser, and click Download Now.

The File Download dialog is displayed.

Click Save to download the latest system software upgrade file to the DR Series system that is running the browser
session started by the DR Series administrator.

Using the DR Series system GUI, select Support, and click the Software Upgrade link (or select Support —~
Software Upgrade).
The Software Upgrade page is displayed.

Type the path of the software upgrade file in the Select the upgrade file from local disk (or click Browse..., and
navigate to the location where you downloaded the system software upgrade file).

Select the software upgrade file, and click Open.

Click Start Upgrade.
When you initiate a DR Series system software upgrade, the navigation panel displays only the Support page and
the Software Upgrade option.

The administrator that initiated the software upgrade (known as the initiator administrator) sees a System
Information pane that displays an alert and upgrade status, and the Current Version and Upgrade History versions
of the DR Series system software listed in the Software Info pane.

All other administrators that may be logged into DR Series system (excluding the initiator administrator), only.

There are only three possible outcomes during a DR Series system software upgrade operation:

- Upgrade has completed successfully—no reboot is required.

- Upgrade has completed successfully—but a reboot is required (click Reboot in the Software Upgrade
page).
- Upgrade has failed.
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ﬁ 3E: If the DR Series system software upgrade operation fails, you can reboot the system and attempt another
software upgrade operation using the DR Series system GUI. If this is unsuccessful, you can use the DR
Series system CLI system --show command to view the current System State status. DR Series system
software upgrades can also be performed using the DR Series system CLI. For details, see the Dell DR Series
System Command Line Reference Guide at dell.com/support/manuals/. If both the DR Series system GUI and
CLI attempts are unsuccessful, contact Dell Support for assistance.

Restore Manager (RM)

The Dell Restore Manager (RM) utility can be used to restore the DR Series system software. RM can be used when a
non-recoverable hardware or software failure prevents the DR Series system from functioning correctly.

RM can also be used to reset the system back to its initial factory settings when moving it from a test environment to a
production environment. RM supports the following two modes:

* Recover Appliance—in Recover Appliance mode, RM reinstalls the operating system and attempts to recover
the prior system configuration and the data residing in the containers.

3¥: To use the Recover Appliance mode, you must use an RM build that is compatible with the DR Series
system software version that was running before the 0S reset was attempted.

* Factory Reset—in a Factory Reset mode, RM reinstalls the operating system and resets the system
configuration back to the original factory state. It is important to note that when doing a factory reset, all of the
containers and the data in the containers gets deleted.

#]niy: Using the Factory Reset mode deletes all of the DR Series system data. The Factory Reset mode must only be
used when the container data is no longer needed.

Downloading the Restore Manager

The Dell Restore Manager (RM) utility runs from a USB boot key that contains the RM image, which must first be
downloaded from the Dell Support site.

1. Using a supported web browser, navigate to support.dell.com.

2.  Enterthe DR4100 system Service Tag to be directed to the DR Series system download page (or choose a product
category).

Navigate to the Drivers & Downloads page.
In the Category drop-down list, select IDM.

If required, expand the IDM category to list the available IDM download files.

e o A~ W

Locate, select, and download the DR4100 Restore Manager file (listed in the following RM filename format, "DR4000-
UM-x.x.x.xxxxx.tag.gz").

Il Restore Manager USB [A75 5

ZE 6 & Restore Manager (RM) USB [A728, @415t Dell 33504 = T & RM Y% (.img) 32, SRS ST H &4
F| USB IN7FfE., USB INFEMA/NBAZELL R 4GB (FIRFES) HE K. 2 Windows USB I TEHEUT
R, AIEREEH RM BR{&:

© EHEM img TR R
© HEREENBIRRIEIERERE S, R USB INFERASISH
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0% RM BRIGAEME Linux 3¢ Unix R4 E# USB INFE, IEHATATR(E:

BT EHI RM BRIG S E HIE] Linux 3¢ Unix RS .

1% USB [N#2£23F B Linux 2% Unix 24t o FAY USB ik M.
ICERMERZIRSEIEZ R (520 /dev/sdcd)

AT REE ARG USB & Z BT RE

£ 78 dd 55215 RM BRI S )2 USB INFF & :

dd if=<path to .img file> of=<usb device> hs=4096k

fi3n-

dd if=/root/DR4100-UM-04.49.01.00.00.34555.img of=/dev/sdc4 bs=4096

1=1T Restore Manager (RM)

E 51T Dell Restore Manager (RM) AF#2FR, i&EFER7LIE RM USB INTFAEF 613 # RM USB (A7F# 5|5 DR
Series &%,

1.

% RM USB (NFEIA RS LA AAY USB ix 0.

AT LUE R iDRAC BIEEHIAY FRIETUEFENEL RM USB (A7E#E. BXEZEE, 1&ESIF Integrated Dell
Remote Access Controller 6 (iDRAC6) User Guide (Zmtzt Dell Remote Access Controller 6 (iDRAC6) /5 75 %)
#1549 Configuring and Using Virtual Media (B0 & FIERH /&M 757 , WMikJ support.dell.com/support/edocs/
software/smdrac3/.

{1 RM USB X 77# 5| % DR Series &%t

ERFHL B4 (POST) FR#FAT, 32 F11 fin#L Boot Manager.

7£ Boot Manager N, SANEIRGERIERNZR (C:), X USB NFHEIEAIREE, ARG <Enter>.
JL %S, Restore Manager FMBHERHEERR.

RIRFTER Restore GEJR) #23. (Recover Appliance (#kEi%#%& ) 5 Factory Reset (EE JH/ &
) ),

MNFIAFZRTE, REIR <Enter> 4L,

A vy Factory Reset (EEAHRE) &N 1SMBRFTE DR Series HiE. RELBEERBHIEN,
Z8EGEA Factory Reset (EERHIEE) #HR.

% 3¥: Restore Manager TR %55, RAEEEAKARBERARS. ZEHBARKAIRSK,, 15
#(7) Dell DR Series System Command Line Reference Guide (Dell DR Series Z% {78 EERE) FHY
DR Series %% CLI 454> user --enable --user.

% $E: IR 71517 Restore Manager Z BIT561% DR Series R4 i N\ fE{] Active Directory B 5% (ADS) 35,
MEITERE, EEFHEFHMAFTELN ADS 8. BEMA ADS HHEL, 1ESFEALE Active
Directory i% & .

Resetting the Boot LUN Setting in PERC H700 BIOS After Running RM

In the event that both of the 2.5-inch 300 GB 10K RPM 6 GB/s SAS internal drives (0S) in RAID1 are replaced, you must
run the Dell Restore Manager (RM) utility to recover the DR Series system 0S drives.

Following the RM recovery process, the boot logical unit number (LUN) has to be reset to VD0 RAID1. The DR Series
system unsuccessfully attempts to boot from RAID6 instead of RAID1.
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To resolve this issue, reset the Dell PERC H700 BIOS to revise the proper boot order setting to configure the proper boot
LUN to be RAID1. To reset the proper LUN boot order, complete the following steps:

1. Start Restore Manager.
2. Select Option 1 — Recover My Appliance.

The 08 Virtual Disk is created: Warning Code 2002 dialog is displayed.
3. Click Proceed.

The Operating System installation was successful dialog is displayed.
4. Click Reboot, and during reboot, press Ctrl+R to enter the PERC BIOS.
The PERC BIOS Configuration Utility page is displayed.
Select Controller 0: PERC H700 in the list.
Press Ctrl+N twice to select the Ctrl Mgmt (Controller Management) tab.
Select Ctrl Mgmt, click Select bootable VD, and select VD 0 as the VD0 RAID1.
Click Apply, and reboot the DR Series system.

® N o o

The RM Recover My Appliance mode process will then complete.

EN T EE SRR

EIEMRE T ERIEE DR Series RE M, LB TFHERXAMBHNITENRESE. BEXEEHNTME
B R E S SR, iES17 Dell DR Series System Owner’ s Manual (Dell DR Series Z4 B & FA) «

ARREMENESIER, 1557 DR Series R%r: IF XA F1 /5 zhF1 K] DR Series %t .

DR Series &%t: IEfa<AMBEN

7£ DR Series RGP R EN T B HREMEMHAMR Z /T, FRFRERUA T REMEERXAFBINRS:

1. iBid7E System Configuration (RFHECE D 11 M@ Fi£HF Shutdown (3KiH]) 3R k# DR Series &%t

BXEZELR, 1ESAXF DR Series 2% . ATATFXARFER S —F755% =2 DR Series 7% CLI 5
system --shutdown.

2. %5 DR Series A MRSTERE XHAILIE.
kAERERERE, BIREEREERTIFERN.
MEREHEEE 3L T DR Series ZRGrHRLk IRk
FHEFEME (%1059 , H/HEIERSEHAEER EMRBZREFIEIAE NVRAM LED #BKER.
E E RS NVRAM BR R A A R AIRTEIRIH, T DR Series REtHE/RBENES, NVRAMARAS
154R & DATALOSS (#iEEX)
5. ITFHRIFIRREMRS, [E/545 DR Series RGIPEBE, LUIEMBNESAIREL.

E1%#hZE) DR Series RZERIAER, HHTIFE. BEREZER, 15SIF Dell DR Series System Owner’ s
Manual (Dell DR Series EZ B ZFH) H E’] Tiz.

6. WREEEHTMERAZELGAL.
. EEHPE, BRSHRBEEENEZE|BIRRE.
8. IRFHUIERKI/EEIEIRSAFF /S DR Series R4

DR Series &%t NVRAM

NVRAM 2 DR Series 24 RIINIAATHRE T (FRU). 3 NVRAM W E#E1RZ (DDR) TR AABLR B S AT
FIE AR T HAIB) AE 548 H A B B e B B ZS IR E125 (SSD).
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HHEEMIIEFTEERERZESTINWHEE (—RMS, KEBREXARFTE-—SH . MREKESD

F) SSD FHHIRE)RE, RGEEEMSISRANE]. HIMUATIERE, NVRAM ATt &% &1 HE:

*  NVRAM 7 B JJ A 7 HA 18] & 19 3 3B 5 T
HBREARREHEEBHEBE S DDR NEEH 2 SSD.
NVRAM/SSD iBZI1TE (EOL) $Eizel B—MEi=.

MREIMA EEE—FIER, NVRAM FERITHEERE K Fik.

% SE: Dell B iUE A LA {E— DR Series 5%t CLI §5%, 7EE#% NVRAM Z BISRA LU T Z#H0 755545 NVRAM &

Y DR Series 2L H4ERIE1E RAID6 & system --shutdown = system --reboot.
K & mRFZE T EH DR Series R NVRAM, 1&5:7 X ] DR Series Z %1 NVRAM I35 F i,

NVRAM &3 #fERE

5844 DR Series ZZt#L7EA PCle x4 (3¢ x8) #HEIEHHY NVRAM /5, AIEI TR A T ES A NVRAM &3 &5 &

e
A \is: B DR Series RGEW A EVE15 20 45480, A BE(FMH DR Series &% CLI 47<: maintenance --

hardware --reinit_nvram. ZEBZNEEHEIX 20 o4hRTEE, NVRAM . B HE R SZREMFFEESIRR)

22 (SSD) IHTZAI £ P5ERY, X2 DR Series RAIE EE(THLE

7£ Maintenance (#3P) T, DR Series RFEIEHE. WNMESHIFEELLE. EREEHSISHERE

i, EFHENRAM ERREENENHIE.

1.  #ALLUT DR Series &% CLI 454 : maintenance --hardware --reinit_nvram.
XIEBI R MEE NVRAM, Mmig{k SSD, HEMRERMIMTERS.

2. IG9E DR Series ARG =B D HNELEPIRER
AXE#NVRAM HE 258, 558 NVRAM 317 % #F1 DR Series Z%: F<HFBN.

NVRAM IRz %
FYINIHFH DR Series R4 NVRAM B, #ATHE T I T RIEMEFAEIE:
A ily: B DR Series RAEW AR VS5 20 480, A BE(EMH DR Series &% CLI 68<: maintenance --

hardware --reinit_nvram. #EBFIEEHFEIXEERIEE, NVRAM £, BREFFEIEF SSD FHIEA £ 8B5E

M, X DR Series REIEE E{THRVERN.
Ei EAXESER, %S5 DR Series % FMXAFE.

1. B&3E DR Series RE K HZEHME] NVRAM FIEANR LK.
2. MIALLT DR Series &%t CLI 454 : maintenance --hardware --reinit_nvram.

k@ S AT HIEE NVRAM, BIZFT4S X, FHE#T DR Series RERHEREAMESR.
3. UG DR Series R 2B EH N HHEIFER.

IERB#IALIE. DR Series RGUIE BENHNEFER . XHARGRERLSVET MEUIRRRS NBIET

fi, LA#AE NVRAM #BEHABI R L T £ HiiE.
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8
B E FEA 0ST

AEFNLEZER OpenStorage FiR (0ST) 1155, FHIBEEM OSTHXEMAVHEE, XEEHESIRPANMEH
ITUATRES I TE:
FCE DR Series RGt AL S OST A FHI DMA F/; BXEZEE, 1B5SR{E M Backup Exec GUI it &
DR Series &% #1{# F NetBackup Bt & DR Series RZ 52
£ FH DR Series &%t GUI B BB EMEEATT (LSU); BXEZEE, FSREE LSU

% Dell OST M RE B L HREMHIRSEE (Linux 3k Windows) : BXEZER, HSRAREERT
Linux #Y OST #fi {48k % % i& T Windows #9 0ST #ift

£ % #5A0 Symantec DMA (NetBackup #1 Backup Exec) #TZMFIERIRIE: BXELER, FEH

- {#H NetBackup M DR Series 2%t &1 HiE

- {$F NetBackup M DR Series 2%k B 1R

- {#£F3 NetBackup 7E DR Series % 2 (85 &l & {3 R1g
- {5 /8 Backup Exec 7£ DR Series 2% | &%

- {&£H Backup Exec M DR Series Z2%i% R $1E

- {# 3 Backup Exec 1fi¥ DR Series 2%z 8|81 E

Eg E:XTUER 0ST A9ThAE X AR Dell K DR IRIFHIRAE), EEREMII T SEHRELARERF (5]
itk A & 3 # B /B F Symantec OpenStorage B9& R FIF2RF: NetBackup # Backup Exec) EO&E
Ao

T ## 0ST

OpenStorage 7K (0ST) IREFT SMEFE G FESEAMNIZEMEZIEDO, ™ DR Series RN B R MR G
7 e E BB EMIRES U T TRNBEEEN AERF (DMA) &K :

NetBackup

Backup Exec

DR Series Z%:f§F Dell OpenStorage i 5iX L 350 DMA &£/ . NetBackup F1 Backup Exec Y5 AT i@ iT it
I Z R IGHEIE . EHFMBRETE. DMA AIEI tiG 4 7553 FI = Z /) DR Series RGiTEE, FlanEHIF0
ESHEHER

DR Series Z&%ti83d Dell 0ST #ff4i/715] OpenStorage APl {XA3, LIGH R REEFMENZT I RARZHFTE
(Windows 8§ Linux) _E£. 2§ 0ST 5 DR Series RGEC&FERARFT, AT TR :

OST MU BB TE IR, EiFbiRinEiE.

- BATFLURNRFAEHITED

- BHFEREAIENEE

- IREEFEMTF CIFS i NFS B E
0ST #1 DMA &5k :

- OpenStorage APl ATSCI DMA SRR 552558 B H0IB 1S
- RHEKREFE XK DMA BIF] £ DR Series RG: = i&IhaE
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- B ERARER DMA KRR EIL &S HRE
DR Series &40 0ST i O 5 5454E:

- =SS E R TCP 5% 0 10011

- HEBEFER TCP &% 11000

- RSB EIFERPHRURITESRIREER
DR Series R4 < BRI E HIIRIE:

- jJR=B45 DR Series ARG LA EE/RE

- ERREFTXHN, mMIEETER

- EHB DMA i E HIIRIERR L

- DR Series ARGt fEMEIEH (MIEEHIRSSD

- EHISERE, DR Series RARBEH DMA BHEER FRIAFEZXRED
- TEFRAEIARZERA T ERIRE RS

- EHIE7% DMA A5+ E, TIEZE DR Series RGHiEE

OpenStorage 7K (0ST) API

OpenStorage ¥R (0ST) API 2N 2R 4wT2iE0, W{EIE DR Series R FE T MBI FEANSFHN
¥ Symantec #3EEIE N FT2F (DMA) NetBackup Fa Backup Exec ££5%. {521, E1F DR Series R HEE
WIREMRANEH], O0ST API AT {iX 1 32350 DMA £ FH DR Series RER ZIaEFH B MU BRI BIBMN—E16E
BEEHEZ—FEEE.
OST API XS HURS NHLEE, WU TRBIXTIei# T 71%EE, H NetBackup (DMA) £ 0ST API 5 DR Series &
4 (BIBFMANEERBFERIES) XH:

NetBac%ué%%%ﬂ%fl#?—?—ﬁ%iﬁﬁﬁo Ak, B 0STAPIUEFEZ NS LAR ST 4r & 8 %0 DR

Series &%t

DR Series AFEF N XHH T EHH#AITESR, REBXHEREEIHRET.

NetBackup AT ST L 4FE AT HHITA T =T EREL —:

- (EXXHHEH

- WXHER

- ENREHIH
anSR{EFH 0ST API #9 NetBackup 57 DR Series RG{FEF &S ZIHA. DR Series RASWEFHXTHNE
RGP

5tk qel, nSRBER 0ST API &Y NetBackup EMTEMESCHILIR, E4%E DR Series RGIEREITIRHIT
4, DR Series RGN FMEC &% ZE NetBackup LABH TR .

Eq £ 0STRI—MBRMUEHMIIEE. iz, EMRLERIF, DMA (NetBackup) fHRIEE A 5E BH
ITRILES . & ARMBRBEHHEXHPEFEENAEFIZE BKIER, UBREEBEETENES
BEX . #RIERINE, DMA BB BB HEEMNEIAR, HAUERE B LREREPRETE M
B — Rt 32t

OST &N

HREBRAELR, HUFLUTORN, SUELE DR Series RSt LR 1 SEHT S F 4 OpenStorage KA (0ST)
f:

& ERMAUNES KR ERIREFTZRD Dell 0ST AT
By & FrinAs LRR L Dell OST it A B X 5 E Pkl N ES BIEHR.
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© XENRERSEMER.

- WFHEEERE, FEEERKIE/PE 3 KFET (TB/hr)
- WTFRUEHRIE, BHEEI 4TB/hr

By & RESRIERIEERSBUR AR AR 5528 23X 45 DR Series RGM A M BURN B EMML, T
MUBRIEN ZIE A BARE AR, BINERERS525 DR Series ARGt & X HHE -

.

- EEER(E
- LR
- B2l

OST Terminology

This topic introduces and briefly defines some basic OpenStorage Technology (0ST) terminology used throughout the
DR Series system documentation.

Term Description
BE Symantec DMA, Backup Exec (BE).
DMA/DPA Data Management Application (also known as Data Protection

Application), which are terms for the role played by the Symantec
NetBackup or Backup Exec applications.

LSU Logical Storage Unit, which from the DR Series system perspective,
represents any container created for data storage. LSUis a common
storage term while containeris a common term in DR Series systems
that represents a location for storing data.

media server This is the host running the DMA media server (NetBackup and Backup
Exec), and is where the OST plug-in is installed. The OST plug-in can
also be installed on a NetBackup client.

NBU Symantec DMA, NetBackup (NBU).

0ST The OpenStorage Technology from Symantec, which allows storage
devices to deliver backup and recovery solutions with NetBackup. OST
uses the OpenStorage APl and a plug-in installed on either a Linux or a
Windows-based media server platform.

Supported OST Software and Components

This topic provides a brief listing of some of the supported OST software and components that can be used with the DR
Series system.

3F: For the latest list of supported DMAs and OST plug-ins, see the Dell DR Series System Interoperability Guide, at
support.dell.com/manuals.

%%. 5: Supported OST Software and Components

Software or Component Description

OST Server Components
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Media Server

* Linux installations

* Windows installations

OST Plug-In Component
Windows-based 64 - bit

Linux-based 64 - hit

OST Protocol

Symantec OpenStorage

Supported DMAs

Symantec (Linux and Windows 64 - bit versions)

Component resides on the DR Series system

* Uses a Linux OST plug-in and the Red Hat Package
Manager (RPM) installer

* Uses a Windows OST plug-in and the Microsoft installer
(MSI)

Supported releases:

*  Windows Server 2003
*  Windows Server 2008
*  Windows Server 2008, Release 2

Supported releases:

* Red Hat Enterprise Linux, version 5.x
* Red Hat Enterprise Linux, version 6.x
»  SUSE Linux Enterprise Server, version 10 and 11

Supported releases:

* Symantec, versions 9 and 10

Supported releases:

*  NetBackup
- Versions 6.5, 7.1, and 7.5 (Windows Server 2003,
32 - bit)
- Version 7.5 (Windows Server 2008, 32 - bit)
- Version 7.5 (Windows Server 2008 R2, 64 - bit)
- Version 7.1 (Red Hat Enterprise Linux 5.x)
- Version 7.5 (SUSE Linux Enterprise Server 11 SP2,
64 - bit)
* Backup Exec
- Version 2010 R3 (Windows Server 2008 R2, 64 - bit)
- Version 2012 (Windows Server 2008 R2, 64 - bit)

3&: The Dell DR Series system licensing is all-inclusive, so that no additional Dell licensing is required to use 0ST

or the optimized duplication capability. The Dell OST plug-in that gets installed on a supported Linux or Windows
media server platform is a free download from Dell. However, Symantec NetBackup requires that you purchase a
Symantec OpenStorage Disk Option license. Similarly, Symantec Backup Exec requires that you purchase the
Deduplication Option to enable the OST feature.
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OST Required Configurations

This topic introduces three possible required configurations to enable OpenStorage Technology (0ST) operations: DR
Series system and a DMA-based media server or client (for example, OST operations that support a NetBackup-media
server, a Backup Exec-media server, or a Backup Exec-client).

E{EM5%: OST #1DR Series &4t

AEFR/4B%T DR Series &%t f# F OpenStorage /R (0ST) 32 /ERN—LL R EMUEEIN.
« OST #n3E OST A=A 77 T [E]— DR Series &% . DR Series &% ¥ E—i& & L#E 0ST #1dE OST &
B2, AR, XARESHAIEREEIR, BAFNSRLBAZHENKREFE.

+ OST £%I704F 0ST EHI7E[R]— DR Series &%t L. 3F 0ST EHFEHITRLE, HiZF|HAITES. &
m, XMHLBHEFIFSEH] 0ST A28, 0ST EFIRET XM, HDOMARME.

y Bﬁsﬂﬁg%ﬁﬁﬁ%%ﬂik NFS/CIFS &y 0ST. wA5EMIBRIE OST BER, ARG REBLAREARZ
Tg Ao

WERFIRMaK

E P R T & SO RENRITETE], FHIEEMLE EMBERAM .

Al g DR Series &% CLI %4 ost --update_client --name --mode FF /& 5 X A& FRisMIBRL (XFRAZE FisM
HEEHIEEMR) . BX DR Series &%t CLI S HEZER, 1HSIR Dell DR Series System Command Line
Reference Guide (Dell DR Series #%ar<${T£%755) , MitJ support.dell.com/manuals.

Configuring an LSU

You can configure a logical storage unit (LSU) as an OpenStorage Technology (0ST) connection type container for data
storage by using the DR Series system GUI. To configure an LSU as an OST connection type container, log in to the DR
Series system and complete the following:

1. Navigate to the Containers page (in the Dashboard navigation panel).

2. Click Create to create a new container.
The Create New Container dialog is displayed.

3. In Container Name, enter a name for the container.

4.  In Marker Type, select the None marker type.
For OST operations, only the NetBackup and Backup Exec media servers are supported.

5. In Connection Type, set the container type to OST.
The OST pane is displayed, and this is where you can set the capacity for the OST connection type container.

6. In Capacity, select either the Unlimited or Size options to set the capacity for the OST connection type container.
If you select Size, make sure to define the desired size in Gibibytes (GiB).

7. Click Create a New Container (or click Cancel to display the Containers page).

% 3F: For general information about creating DR Series system containers, see Creating Containers, and for creating
an OST connection type container, see Creating an OST or RDS Connection Type Container.
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% #¥: The capacity option in this command example sets the quota on the LSU. This is the maximum number of bytes
(ignoring optimization) that can be written to an LSU and it is listed in the gigabytes (GB). If the capacity option is
not specified (or if 0 is specified for the capacity), then the LSU will not have a quota. If this is the case, then this
means that the amount of data that can be written to the LSU is limited only by the amount of free space on the
disk.

Installing the Dell OST Plug-In

Before you can start the installation process for the Dell OST plug-in, you need to understand its role. The Dell OST plug-
in must be installed on to the media server type you choose (this DR Series system release supports Linux and
Windows). The Dell OST plug-in software enables integration between DR Series system data storage operations and
the supported data management applications (DMAs).

Understanding the Dell OST Plug-In (Linux)

The Dell OST plug-in must be installed on the designated Linux-based media server running the support Linux server
operating system software in the following directory, /fusr/openv/lib/ost-plug-ins. The Dell OST plug-in is installed using a
self-extracting installer that installs the OST plug-in and all its related components. The installer supports the following
modes, with the default being Help (-h):

% 3¥: If no option is selected, the Help mode is displayed by default.

* Help(-h)
* Install (-install)
* Upgrade (-upgrade)
* Uninstall (-uninstall)
* Force (-force)
$> ./Dellostplugin-x86 64-38105.bin -help

Dell plug-in installer/uninstaller
usage: Dellostplugin-x86 64-38105.bin [ -h ] [ -install ] [ -uninstall ]

-h : Displays help

-install : Installs the plug-in

—-upgrade : Upgrades the plug-in

-uninstall : Uninstalls the plug-in

-force : Forces the installation of the plug-in

You can download the Dell 0ST Plug-In Installer in two ways:
* Using the Dell website:

- Navigate to support.dell.com/ and locate the Drivers and Downloads location
- Locate the Dell OST plug-in for Linux and download this to your system.
* Using the DR Series system GUI:

- Click Storage = Clients
- Click the OST tab in the Clients page, and click Download Plug-In
- Select the appropriate plug-in in the Download Plug-Ins page, and click Download

Once downloaded, run the Dell OST Plug-In Installer to install the plug-in on your designated Linux-based media server.
For specifics, see Installing the OST Plug-In for NetBackup on Linux.

% 3¥: The Dell OST plug-in needs to be installed on client systems to support client-side deduplication.
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Understanding the Dell OST Plug-In (Windows)

This Dell OST plug-in must be installed in the following directory on the designated Windows-based media server
running the supported Microsoft Windows server operating system software: $INSTALL_PATH\VERITAS\Netbackup\bin
\ost-plug-ins for NetBackup installations, and $INSTALL_PATH\Symantec\Backup Exec\bin\ for Backup Exec
installations. Once downloaded, you can use SETUP to install the Dell OST plug-in. For specifics, see Installing the 0ST
Plug-In for Backup Exec on Windows or Installing the OST Plug-In for NetBackup on Windows.

% 3: The Dell OST plug-in needs to be installed on client systems to support client-side deduplication.

Installing the OST Plug-In for Backup Exec on Windows

This topic describes how to install the Dell OpenStorage Transport (0ST) plug-in within a Microsoft Windows
environment for performing DR Series system operations via the plug-in.

Make sure that you meet all of the following prerequisites before installing the OST plug-in:
% 3¥: The Dell OST plug-in must be installed on client systems to support client-side deduplication.

1. The Backup Exec installation must be running on one of the supported Windows media server platforms.
2. The Windows OST installer must be present. If not, download the Windows installer (DellOSTPlug-in.msi), which is
available at support.dell.com/drivers, to a network directory location you can access.

Version 2.0.0 of the OST plug-in supports the following versions of Backup Exec: Backup Exec 2010 (Release 3), Backup
Exec 2012, Backup Exec 12.5. Version 2.0.0 of the OST plug-in supports the following Windows-based media servers:
Windows 2003, Windows 2008, and Windows 2008 (Release 2).

3¥: For the latest information on supported versions, see the De// DR Series System Interoperability Guide,
available at support.dell.com/manuals.

To install the Dell OST plug-in, complete the following:

1. Launchthe Backup Exec Administrator console, select Tools, and Backup Exec Services....
The Backup Exec Services Manager page is displayed.
2. Selectthe server on which you want to install the Dell OST plug-in, and select Stop all services.

The Restarting Backup Exec Services page is displayed, which lists the current status of services for the selected
server.

3. Click OK.
Launch the Dell Storage Plug-In for Symantec OST Setup Wizard (and accept all default values).
In the Welcome page, click Next to continue.
The End-User License Agreement page is displayed.
Click I accept the terms in the License Agreement, and click Next.
In the Destination Folder page, accept the default destination location, and click Next.
In the Ready to Install Dell Storage Plug-In for Symantec OST page, click Install.
When the plug-in has been installed, the Completed the Dell Storage Plug-In for Symantec OST Setup Wizard page
is displayed.
9. Click Finish to exit the wizard.

Installing the OST Plug-In for NetBackup on Windows

This topic describes how to install the Dell OST plug-in on a media server running the supported Microsoft Windows
server operating system software (and using the NetBackup DMA).
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Ensure that you have downloaded the Dell OST plug-in installer into the correct directory on the designated media
server. The OST plug-in installer is saved as DellOSTPlugin64.msi, or Dell0STPlugin.msi (Dell0STPlugin64.msi is for 64-
hit operating systems and DellOSTPlugin.msi is for 32-bit operating systems). Ensure that the correct plug-in is
downloaded to support your 64-bit or 32-bit systems.

% 3¥: The Dell OST plug-in must be installed on client systems to support client-side deduplication.

1. Stop the NetBackup services if they are running, by using the following command:

Verify if a previous version is already installed. If it is, uninstall it. If SETUP performs this check, there is no need to
do it manually.

$INSTALL PATH\VERITAS\NetBackup\bin\bpdown.exe
2. Run SETUP to install the OST plug-in.

3. Check that the plug-in is installed by using the following NetBackup command on the Windows media server:
SINSTALL PATH\VERITAS\NetBackup\bin\admincmd\bpstsinfo.exe -pi

This NetBackup command lists the Dell OST plug-in details along with other plug-in details, as shown in the
following example:

- Plug-In Name: libstspiDellIMT.dlII

- Prefix: DELL

- Label: OST Plug-in that interfaces with the DR Series system
- Build Version: 9

- Build Version Minor: 1

- Operating Version: 9

- Vendor Version: Dell OST plug-in 10.1

4.  Startthe NetBackup services by using the following command:
$INSTALL PATH\VERITAS\NetBackup\bin\bpup.exe

% 3¥: To more information about uninstalling the Dell OST plug-in, see Uninstalling the Dell 0ST Plug-In for
Windows.

EN#; Windows /Y Dell OST $&4E

WREFEEHFHET Windows BUIEIRAR S5 LAY Dell OST #h1E, 151F A LU TENETE:

BT AR Microsoft Windows ENE S F2EIE & T Windows BYIEKAR 5525 LAY Dell OST ffif.

ﬁ SE: Dell BIUREBIERAR 5525 EAY Dell OST i REIERF, WUMBEEFTEEHRE L Dell OST iHEAIER .
AT IS 52508 T A 225 H Dell OST #HHE-AYET Windows AR IARR 5588 L ENE iR T 1.

1. B Start (FFiR) , AR E T Control Panel (IEHIER) -
1% & 7< Control Panel GZ$IER) THE.

2. 7£ Programs and Features (F2FF#1Th&E) T, Hdr Uninstall a program (EIZIERF)
ItkBH4% 2 7< Uninstall or change a program CENEisk Ei2F) TMH-

3. TEFIHHIBREIZFFIKT Dell OST i, BHRIRAEHERE Uninstall (EIED
ItkBH4% 2 7~ Programs and Features (F2FFITNAE) HIAXHEE.

4. BFYes (2) EIE Dell OST #Hfk
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79 Linux LAY NetBackup Z23£ OST #&f4

A 5 BN 72 35 1T 2 3549 Red Hat Enterprise Linux 3% SUSE Linux BR &% 224 {E R Gt ({£F NetBackup
DMA) BYIRIABR 525 %% Dell OST #f .

FRIRENE Dell OST R EFEF THEIE CHEMRSHF EMERHER. 0ST iGHFREZFIRTEA Dellostplugin-
x86_64-xxxxx.bin.gz, E & xxooxx RERIPIRAS .

By EErimARg ERERLE Dell OST i A B R PRl E S HiRHR.

1. FERAUTHSMRE OST it RERERFCH:
$> /bin/gunzip Dellostplugin-x86 64-xxxxx.bin.gz
2. FERUTHSEE 0ST AR EEF LAYATHITIL:
$> /bin/chmod a+x Dellostplugin-x86 64-xxxxx.bin
3. {EH -install £ B1{F 1L NetBackup nbrmms AR %5 .
WREIN L% 0ST #H{EET, NetBackup nbrmms BRSSIETEIETT, W OST LR EEFIFIREIEIR.
4. {£A -install IEBUZIT OST M RERREF, FHERUTHSREULIHES:
$> ./Dellostplugin-x86 64-xxxxx.bin -install

SE: L% Dell OST $BE < BT, @ 411=1E NetBackup nbrmms 3#32. BIMNEEZE(FEF Dell 0ST iHH-R 272
FEIE . AP EEELE Dell OST IR EME .

5. OSTHMREREFFILIETRE, RFREREER, B Linux fRAFRSEE LEMLLT NetBackup fr ST
. PUSIER RS ETME.

$> /usr/openv/netbackup/bin/admincmd/bpstsinfo -plugininfo
It NetBackup #4445t Dell OST fFEHFIEIE, W TFIR:

- Plug-In Name: libstspiDellMT.so
- Prefix: DELL
- Label: Dell OpenStorage (OST) Plug-in
- Build Version: 10
- Build Version Minor: 1
- Operating Version: 10
- Vendor Version: (EAR-2.0.0) Build: 41640
6. FOSTHHLRREFREBERMARSHEL, WEEFEHHIBEGRER.
A XENZY Dell OST HRHHIER, HSIAEIEL Linux £#Y Dell OST $FH -

D%, Linux &Y Dell OST $&#
MBEEEHET Linux BB RS S 10 Dell OST $E 4, 55 A U T EIE T,

1. f$F -uninstall i%£15/% 1k NetBackup nbrmms AR5 -
SR 2 ENEL OST #R1HAT, NetBackup nbrmms BRZIEZEIEIT, N OST MR ERZEFIFREIEIR.
2. {¥F -uninstall JETUE A T 65 SI151T OST flifh & 5= 12 5 P EN SR L 3 14 -
$> ./Dellostplugin-x86 64-xxxxx.bin -uninstall
SE: ED3 OST Hhfh Z Biwb = 1k NetBackup nbrmms BR%s (BIMEEZE(EF Dell OST ifE REIZFHE
I3 iEy DI

3. 7E Linux ARS8 EIEFALLT NetBackup &1 EHAH 2T EIEK:
$> /usr/openv/netbackup/bin/admincmd/bpstsinfo -plugininfo
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K4 i 2R -pluginfo &< iR EEAA Dell OST #HF1E, MRTIEHERED.
4. B OSTHRHREEFREERMRSR L, WEEFTEEHIHHFER.

& NetBackup fic Z DR Series RZi {52

AEANBE A NetBackup KRR S 2540 S1TR @ (CLI) S S FANEF A AR (GUI) 328 &R A ETECE DR
Series RGE 2 MRS . BT NetBackup CLI #p4F0 GUI 328 &R A IETBIAIACE Linux 8¢ Windows &K AR 55
82, & DR Series System Administrator Guide (DR Series Z4EHE 5755 ) BRSNS, AT EEARFE R
NetBackup CLI BU32{ERI4SEERR, HlanEFTES DR Series RSB &E RIS Linux F1 Windows 4R 5588
89 NetBackup #3750 DR Series ZRZt &7, {5 NetBackup GUI {5 EEZE Hi853 0ST 5 DR Series B4t &1E,
{5 A NetBackup GUI M DR Series &%t _ERUIZIEFEE T (LSU) PECE RS, LIR{ER NetBackup GUI FIF DR
Series R4 F RO IEFER T,
iEP S
73 DR Series Z24HCE NetBackup
£ NetBackup B2 P~ &M (GUI) IS HECE HidiZ 0ST 5 DR Series R A1E. TILTE Linux B2
Windows £ & £, tbidF2s0fR =2 HEREEARIE.

{% 3 Backup Exec GUI EZ & DR Series &%
Backup Exec {X X #{EF B S WEIR. A A A E (GUI) BCE DR Series %t A #iBid Backup Exec 9
4475 (CLI) 1/ Backup Exec 2010 fR AR

{$F NetBackup CLI 3750 DR Series %% #& (Windows)
BN BAAN{AIfE A NetBackup CLI 3% 5 DR Series R4 & 1E B HIENET Windows AYEERAR
2528 ch37 N DR Series R4 & HR.

{5 F3 NetBackup CLI ;750 DR Series 2%t & (Linux)

This topic describes how to use the NetBackup CLI to add the DR Series system name to each Linux-based
media server you plan to use with the DR Series system.

Using NetBackup CLI to Add DR Series System Name (Linux)

This topic describes how to use the NetBackup CLI to add the DR Series system name to each Linux-based media server
you plan to use with the DR Series system.

1. Add the DR Series system name to NetBackup by using the following command:

/usr/openv/netbackup/bin/admincmd/nbdevconfig -creatests
-storage server servername -stype DELL -media server mediaservername

2. Loginto and authenticate with DR Series system by using the following command (for details, see Configuring an
LSu).

/usr/openv/volmgr/bin/tpconfig -add -storage server servername -stype DELL -
sts user id backup user -password password

% 3¥: On the DR Series system, only one user account exists, and the user ID for that account is backup_user.
You can only change the password for this account; you cannot create a new account nor can the existing
account be deleted.
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{88 NetBackup CLI 5%/i0 DR Series Z%t& %7 (Windows)

A Bk BRAR{AT 1 F NetBackup CLI [5]3+%) 5 DR Series &R A &1F AV E N ET Windows AYEEARAR 5528 i in
DR Series RE & Ro

1.

ERALLT 4445 DR Series R & FR7NE] NetBackup:

SINSTALL PATH\VERITAS\NetBackup\bin\admincmd\nbdevconfig -creatests -
storage server servername -stype DELL -media server mediaservername

EA AT <5 % DR Series RGHRMATHMREIENBRER (BXiIFE, BHSRELELSYD .
SINSTALL PATH\VERITAS\Volmgr\bin\tpconfig -add -storage server servername -
stype DELL -sts user id backup user -password password

73 DR Series R%ilc & NetBackup

£/ NetBackup BIF.F PR E (GUI) IS HEE Jif3T 0ST 5 DR Series BRG&1E. TILTE Linux IT2 Windows
&, tEiEsEhr ERHERSERAIRE.

% 3% NetBackup FHTEM A T #R1E:

1.

7 NetBackup Administrator (NetBackup B2 5) {&HI&MEF O ®, H Configure Disk Storage Servers
(EL B TF1EARSSE8) LUS TN Storage Server Configuration Wizard (Zi#BRZBEERS)

ItEFT4% & /< Storage Server Configuration Wizard (Fi#MRFS=REEES) TTH, EEPARMEFERSSE.
B35 OpenStorage LUABRZA BT AP EMHEFHLR, REET Next (T—H) .

It A48 & 7~ Add Storage Server GRINFEEIRS ) TH.

WA TEUBEF MRS -

- £ Storage server type (TEfiEPRSSESED h, A DELL.
- £ Storage server name (TFfiERRZEER TR &, 4 DR Series REEAIZHR.

- 7 Select media server GEFFIRAIRSEES) THRFIRST, EEMENETERSSE (EELERE
OST HIARSSED) -

- ¥I\E DR Series RAFHITEMUIEAFH EIEE:

* RAP&

*

* AR
MABEIRNIZS DR Series RGFAEKNEREER. AXEZREL, HSREE LSU.
BHT—H.

ItbB¥% & 7= Storage Server Configuration Summary (FFHEFRSBELEHE) 1w, HPFE TEREEMNE.
BHET—5,
FR D B B2 AR 55 22 Fn Xt B (9 £ 48 & 7R 7 Storage Server Creation Status (F2fi%ERSZ 220K REF.

BH Next (T—#) , sA/58 5 Finish (52EK) <] Storage Server Configuration Wizard (7R 22E &
[ .

A% & 7~ Storage server servername successfully created (771i£AR%52% servername S IHEIE) TUHE.
NetBackup INEEZE 95 DR Series RGE AEH .
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Creating Disk Pools From LSUs

Use the NetBackup graphical user interface (GUI) to configure disk pools from logical storage units (LSUs) on the DR
Series system.

Log in to NetBackup, and complete the following:

1. Inthe main window of the NetBackup Administrator console, click Configure Disk Pools to launch the Disk Pool
Configuration Wizard.

The Disk Pool Configuration Wizard page is displayed, which is where you define media servers for use in a disk
pool.

2. Inthe Welcome to the Disk Pool Configuration Wizard page, click Next.
The Disk Pool page is displayed.
3. InType, select OpenStorage (DELL), and click Next.
The Select Storage Server page is displayed, and contains a list of available storage servers.
4. Inthe Storage server list, select a server, and click Next.
The Disk Pool Properties page is displayed.
5. Selectthe LSUs (volumes) to include from the list, and click Next.
The Disk Pool Properties page is displayed.
6. Enter a Disk pool name, and click Next.
The Summary page for the Disk Pool Configuration Wizard is displayed.
7. Verify the disk pool configuration in the Summary page, and click Next to configure the disk pool you created.

The Performing required task page is displayed, with the status being: Configuration completed successfully. You
have several options available at this point:

- Clear the Create a storage unit for the disk pool.

- Click Finish and close the Disk Pool Configuration Wizard.
- Click Next to create the storage unit with this disk pool.

ﬁ 3F: If you create the storage unit using the Disk Pool Configuration Wizard, you can skip the step where you
create storage units using a disk pool.

Click Next to continue with creating a storage unit using this wizard.

Enter a Storage unit name, and click Next.

The Successfully Completed Disk Pool Configuration page is displayed.

10. Click Finish.

To display the disk pool you created, click Devices = Disk Pools in the left navigation pane in the NetBackup
Administrator console.

ERf b B iR T

{8 B NetBackup GUI FIFH DR Series % EIfE | BEMEHE T
B & NetBackup FH5EMIA TES:

1. 7£ NetBackup Administrator (NetBackup BIE5) EHIGMNEFOF, BHEMSMEHRF A Storage (7
i) , PRFE1%3F Storage Units (TFHEET) .

2. 7 NetBackup Administrator (NetBackup BIE5) {THIGMWER OIS, BERREHE, WTHRIIRDERE
New Storage Unit (Ef7FEfiE&ETT) *
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3. 7 New Storage Unit (¥f7Ffif87T) TIES, 7 Storage unitname (7FHEETEFR) N BHR, 7 Disk
pool (FE#Eith) THIFIFRPEFFEIER 0ST #ifit.

4. BEHOK (FAE) QIEHEMET.

Backing Up Data From a DR Series System (NetBackup)

This topic describes how to use NetBackup to back up data from a DR Series system.

Before backing up data, you first need to configure a policy that creates a backup on the OpenStorage Technology (0ST)
logical storage unit (LSU). This type of policy is similar to what is done for network-attached storage (NAS) shares,
except that when defining policy attributes, you need to select the LSU that contains the OST disk pool.

To back up data from a DR Series system using a policy, complete the following:

1. Log into the NetBackup Administrator console.
2. Click NetBackup Management in the left navigation pane, and select Policies.
In the All Policies main window, right-click OST, and select Change Policy from the drop-down list.
The Change Policy page is displayed.
In the Change Policy page, click the Attributes tab, and select the settings for the policy you want to create.
Click OK to create the policy, which displays under OST in the main window.
Right-click the policy, and select Manual Backup from the drop-down list.
The Manual Backup page is displayed.
7. Inthe Manual Backup page, enter the name of the media server in Server, and click OK.

To monitor the status of any backup operation, click Activity Monitor in the left navigation pane of the NetBackup
Administrator console, and select the backup job you are interested in to view details about the operation.

Restoring Data From a DR Series System Using NetBackup

This topic describes how to use NetBackup to restore data from a DR Series system. The process for restoring data from
OpenStorage Technology (OST) logical storage units (LSUs) is similar to how restores are performed from any backup
device.

To restore data from a DR Series system, complete the following:
Log into the NetBackup Administrator console.
Click Backup, Archive, and Restore in the left navigation pane.

1.

2,

3. Inthe Restore main window, click the Restore Files tab.
4, Selectthe data that you want to restore, and click OK.

To monitor the status of any restore operation, click Activity Monitor in the left navigation pane of the NetBackup
Administrator console, and select the restore job you are interested in to view details about the operation.

Duplicating Backup Images Between DR Series Systems Using NetBackup

Using NetBackup with the DR Series system, you can duplicate backup images from a disk pool on one DR Series
system to a target disk pool (or a storage unit derived from it) that could be on the same DR Series system oron a
different DR Series system.

To duplicate backup images between DR Series systems using NetBackup, complete the following:

1. Log into NetBackup Administrator console.
2. Click NetBackup Management in the left navigation pane, and select Catalog.
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3. Inthe Catalog main window, select Duplicate from the Action drop-down list, and click Search Now.
The Search Results pane is displayed, which lists images from which you can choose to duplicate.

4, Right-click to select the image in the Search Results pane that you would like to duplicate, and select Duplicate in
the drop-down list.

The Setup Duplication Variables page is displayed.

5. Inthe Setup Duplication Variables page, select the LSU that is the target DR Series system in the Storage unit drop-
down list, and click OK.

6. To monitor the status of any duplicate image operation, perform the following:
a) Click Activity Monitor in the left navigation pane of the NetBackup Administrator console.
b) Selectthe data duplication job in which you are interested.
c) View the operation details.

Using Backup Exec With a DR Series System (Windows)

This topic introduces the Dell OpenStorage Technology (0ST) plug-in and describes its installation prerequisites for
Backup Exec within a Microsoft Windows environment. Once installed, Backup Exec can perform DR Series system
operations via the OST plug-in.

OST Plug-In and Supported Versions

This topic introduces the version 1.0 of the OST plug-in that supports the following versions of Backup Exec:

* Backup Exec 2010, Release 3
* Backup Exec 2012

Version 1.0 of the OST plug-in supports the following versions of the Windows media server:

*  Windows Server 2003
*  Windows Server 2008
*  Windows Server 2008, R2

% 3F: For the latest information, see the Dell DR Series System Interoperability Guide, available at support.dell.com/
manuals.

Installation Prerequisites for the OST Plug-In for Backup Exec

This topic introduces the installation prerequisites for installing the OST plug-in for Backup Exec on Windows media
servers. Ensure that you meet the following prerequisites prior to installing the Dell OST plug-in:

1. The Backup Exec installation must be running on one of the supported Windows platforms.

2. Dell recommends that the DR Series system appliance have an OST container created and configured. For details,
see Configuring an LSU.

3. The Windows OST installer must be present. If not, download the Windows installer (DellOSTPlug-in.msi), which is
available at support.dell.com/support/drivers, to a network directory location you can access.

4. The Dell OST plug-in needs to installed in the following directory on the designated Windows-based media server
running the supported Microsoft Windows operating system software (SINSTALL_PATH\VERITAS\NetBackup\bin
\ost-plugins) for NetBackup installations.
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{&£ F Backup Exec GUI it 2 DR Series &%t

Backup Exec {X ¥ F B S HEIF.FH A EmE (GUI) B E DR Series &% . #5853 Backup Exec & 1TRE
(CLI) {# /8 Backup Exec 2010 AR 7.

Z{$ A Backup Exec GUI & DR Series &4, &R T#4E:

1.

2

/25 Backup Exec Administrator (Backup Exec EIE5) 1FHI&, KX Tools (T E) 1 Backup Exec
Services... (Backup Exec fR%5...) -

1E3FZE 7 Backup Exec Services Manager (Backup Exec BRSSEIE2E) TIE AL ERIARSS S, SAF1EF Start
all services (BIIEFEMRSE) -

WiEFrBRSERTNE, 2E 0K (HE) -

7£ Connect to Media Server GEZZRAIRSEES) NEH, SREMRRSEEE. WA Username (PR
Password (HR3) , RAEEE 0K (FAE) -

£ Backup Exec Administrator (Backup Exec EI251) i@, i Network (4%) , $A/F 5 Logon
Accounts (B3RP

It A% & 7~ Logon Account Management (ERKAEIE) TIH.
& New (FTEE) BIEFMIE R,
It A48 & 7~ Add Logon Credentials GRITERIER) TUH.

7£ Account Credentials (#kPEHE) F&T, HWAETXS DR Series R A EHE User name (P& #
Password () , SAFHE 0K (MAE) (HlEn, ZRIAF &% backup_user) .

£ Backup Exec Administrator (Backup Exec BI25) TuE9, i Devices (&%) %I+, AREEFILHA
BT RNA ARG ZIR B FRRAR,

LEEHE BRig X IETRRN TSR,

£ THi%|F %% Add OpenStorage (/i OpenStorage)

A% & 7~ Add OpenStorage Device (G7%/Il OpenStorage &%) TiM.

fEA LTS EAE.E Add OpenStorage Device (7570 OpenStorage i% %) T1H, SAFETE 0K (FAE) :

- Server (BR%SEE) - ¥\ DR Series BRLEHIEH &K IP it

- Logon account (BRI - WThIF|FzT+IEHEEF DR Series REEiHEIE BRI,
- Servertype (BRFEEFHED - WTHRIFIFRPEFIHH AR (DELL OST #&H)

- Logical storage unit (GZEFMHET) - MAEFEFAAILSU (DR Series RGE2R) &R

. BEYes (B, MR TRIMREREAFELIKABTHET.

2% #] Add OpenStorage Device (7%/i OpenStorage 1% %) T .

IteRT4% B 7R Restart Services (EFIBFRS) FIATHEE (HIHEERINAZE LRSI TEMELRTES
BRSE) -
B3 Restart Now (SZEDEFEED LLEHTEEN Backup Exec BR%5 .

{8 A Backup Exec 7 DR Series &% - 61i& &5

73 Bt AR an{a] £ A Backup Exec #£ DR Series 2% ESIIEZ 4 .
ZE{FF Backup Exec 7£ DR Series &Gt L OIE &, 1ETTRLATHRE:

FE: U TN iB #2103 7 1 A Backup Exec 2010 SERRILLIRIERYEFE. 1 Backup Exec 2012 BB9IZFE BRG]
BEEMFFINTIE, ERIESERNEE DMA = RFRAS 5% Symantec 12 HEAY = M4F € iR AR ST -

/B 5 Backup Exec Administrator (Backup Exec I R) 1£#I4, SAFEEF Job Setup ((ENIEE) &I+,
BHAMSIERES A Backup Tasks (FMHMES) , ARFERE Newjob (FEMEMD .
Itk A% & 7~ Backup Job Properties (ZMEA /B M) TimE.
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3. 7£ Backup Job Properties (ZMMEMBEM) TTHEMAZMSIEREF, £ Source (B , REEE
Selections GEFLTD .

tkR45 2 7~ Selections GEFELT) T

4. 7E Selections GEFTD MHMFLERPEFRFAHATABN, AREHSEENHXHNEHEE
1.

5. 7£ Backup Job Properties (ZMEEM) TEMAMSRERES, & Destination (B¥r) , REIEE
Device and Media GEZF/TBD

It FT9% 2 7~ Device and Media G&&FNR) TH.

6. 7f Device and Media (& F/E) TEH Device (IF) BRT, EFTHRIFIFRT A DELLOST 8%, A
584 Run Now (ZBMIETT) Bah& e,

7. i Job Monitor (fEMLESMES) EIMFEBCIENZHELAIHE .
Optimizing Duplication Between DR Series Systems Using Backup Exec

The Backup Exec DMA can work with the DR Series system to replicate backups between two DR Series systems that
are part of a defined source and target replication pair. This process uses the deduplication and replication features of
the DR Series system via the OpenStorage Technology (0ST).

Using OST, backed up data is catalogued which makes its available from the designated media server so that a
seamless restore can be performed from either the target or source DR Series system. This is considered an integrated
replication, where the OST appliance does the replication. It is considered to be “optimized” because the data flows
from the local appliance directly to the remote appliance in a deduplicated format, and it does not travel through the
media server.

When the data is in a deduplicated format (in an optimized form), only new or unique data is copied between the two DR
Series systems. Because the duplication job is initiated by Backup Exec, there are two entries in its catalog: one entry is
for the source file, while the other entry is for the target file. The backup administrator can restore backup data from
either appliance in case of data loss or disaster.

To optimize duplication between DR Series systems, create an additional OST device that points to the target DR Series
system, and complete the following:

1. Launch the Backup Exec Administrator console, select the Devices tab, and right-click the target DR Series system.
2. Select Add OpenStorage in the drop-down list.

The Add OpenStorage Device page is displayed
3. Configure the Add OpenStorage Device page with the following information:

- Server—enter the host name or IP address of the DR Series system.

- Logon account—select the account from the drop-down list (or click ... and browse to the account
location), which has credentials for accessing the DR Series system.

- Server type—select the type of server from the drop-down list (DELL).

- Logical storage unit—enter the name of the logical storage unit (LSU), also known as a DR Series system
container, to use.

Click Yes in response to the prompt if you want to make the new device the default destination for new jobs.
Close the Add OpenStorage Device page.

Click the Job Setup tab.

In the left navigation pane, select Backup Tasks, and click New job to duplicate backup sets.

N o o~

The New Job to Duplicate Backup Sets page is displayed.
Select Duplicate existing backup sets, and click OK.

© o

Click the View by Resource tab in the Selections page, and select the dataset you want copied.
10. Inthe left navigation pane, select Destination, and select Device and Media.
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11. In Device, select the destination device from the drop-down list (that was created in this procedure), and click Run
Now to start the replication operation between the two DR Series systems.

12. Click the Job Monitor tab to view the progress of the replication operation you created.

Restoring Data from a DR Series System Using Backup Exec

This topic describes how to use Backup Exec to restore data from a DR Series system.

To restore data from a DR Series system using Backup Exec, complete the following:

1. Launchthe Backup Exec Administrator console, and select the Job Setup tab.

2. Inthe left navigation pane, select Restore Tasks, and click New job.
The Restore Job Properties page is displayed.

3. Click the View by Resource tab in the Selections pane, and select the dataset to be restored.
Click Run Now to start the restore job.
Click the Job Monitor tab to view the progress of the restore job operation you created.

Understanding the OST CLI Commands

The OpenStorage Transport (0ST) --mode component supported in the DR Series system command line interface (CLI)
command supports three values, which represent optimized writes done via: deduplication (--mode dedupe),
passthrough(--mode passthrough), and auto (--mode auto). These O0ST commands are used in the following format: ost
--update_client --name --mode.

% 3¥: If an OST client has four or more CPU cores, it is considered to be dedupe-capable. However, the 0ST client
operating mode depends upon how it is configured in the DR Series system (Dedupe is the default OST client
mode). If the administrator did not configure an OST client to operate in a specific mode and it is dedupe-capable,
it will run in the Dedupe mode. If an OST client is not dedupe-capable (meaning the OST client has less than four
CPU cores), and the administrator sets it to run in the Dedupe mode, it will only run in the Passthrough mode. If an
OST client is set to run in Auto mode, the OST client will run in the mode setting determined by the media server.
The following table shows the relationship between the configured OST client mode types and the supported client
mode based on client architecture type and corresponding number of CPU cores.

%%. 6: Supported OST Client Modes and Settings

0ST Client Mode 32 - Bit 0ST Client(4 64 - Bit Client (4 or 32 - Bit OST Client 64 - Bit OST Client

Settings or more CPU cores)  more CPU cores) (Less than 4 CPU (Less than 4 CPU
cores) cores)

Auto Passthrough Dedupe Passthrough Passthrough

Dedupe Not Supported Supported Not Supported Not Supported

Passthrough Supported Supported Supported Supported

Supported DR Series System CLI Commands for OST

The following are the supported DR Series system CLI commands for OST operations:

administrator@acmel00 > ost
Usage:
ost --show [--config]
[--file history] [--name <name>]
[--clients]
[--1limits]
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ost —--setpassword
ost --delete client --name <OST Client Hostname>

ost --update client --name <OST Client Hostname>
--mode <auto|passthrough|dedupe>

ost --limit --speed <<num><kbps|mbps|gbps> | default>
--target <ip address | hostname>

ost --help

ost <command> <command-arguments>

<command> can be one of:
--show Displays command specific information.
--setpassword Updates the OST user password.
--delete client Deletes the OST client.
--update client Updates attributes of the OST client.
--limit Limits bandwidth consumed by ost.

For command-specific help, please type ost --help <command>
For example:
ost --help show

% 3F: The --files in the ost --show --file_history command represents replicated files that were processed via the
DMA optimized duplication operation. This command displays only up to the last 10 such files. The --name in the
ost --show --name command represents the OST container name.

% 3¥: For more information about 0ST-related DR Series system CLI commands, see the Del/ DR Series System
Command Line Reference Guide.

Understanding OST Plug-In Diagnostic Logs
There are currently two supported types of OST plug-ins for which you can collect diagnostic logs: NetBackup and
Backup Exec.

% 3F: The directory location, C:\ProgramData, is considered to be a hidden directory on Windows-based systems.
However, you can copy and paste C:\ProgramData\Del\DR\log\ into your Internet Explorer Address bar or you can
enter this into the Windows command prompt window (Start=> All Programs— Accessories= Command Prompt).

For more information about OST, OST plug-ins and logs, see Understanding OST, Installing a Dell OST Plug-In, Rotating
0ST Plug-In Logs for Linux, and Rotating OST Plug-In Logs for Windows.

#%E Windows BY OST A&

EOANEAR T, Windows BEREX/NMEEHR 10 JKFT5 (MB), —B HEXHIAEL K/, OpenStorage Transport
(0ST) £ BahI5IN A HEST i libstspiDell.log E4p % Jg libstspiDelllog.old, AFEIEFHBE.

& BERE K
EENHEREXR), WREUTEMRIUE:
HKLM\Software\Dell\OST\LogRotationSize

BRtEZ G, MREXNMIBINEY (XRITLERBHERIER) -
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5 Linux 2BIEFWEIZHEER

AT LAE A 4 9 Dell_diags B4 Linux 2 B RS SRS Linux X Pisiis S 2. I Linux AFBIEEH OST &
EIEFRERE /opt/Dell BF. LtTEAMBENTLEBENER.:

var/log/libstspiDell.log.*
* usr/openv/nethackup/logs
usr/openv/logs/nbemm/
usr/openv/logs/nbrmms/
Dell_diags iZWit S W BN TALE: /var/log/diags_client location.

ARG R T Y E 0ST it HARETE (FRERAY root B AR R THARSELWAA, AN5DR
Series &%t A root P AEE) -

root@oca3400-74 ~]# ./Dell diags -collect Collecting diagnostics...Done
Diagnostics location: /var/log/diags client//oca3400-74 2012-02-27 23-02-13.tgz

OST #lfF PRI B ERAIEINRE A Error ($51%)  FTHAFBITECE, FHE A& DR Series &%t CLI 8¢ GUI
&2

#4E Linux B9 OSTiEH AR

WNSRAF OST #if H SR E A Debug GREIR) , W SEHEM HERRIARMRIEIZK . 7RG HEA /) BE 5]
BREBCERERET Linux B RFHBELRHE logrotate 22 FZF4% 0ST M HE.

EERERTRYE, BRI TRE:

1. 7E /etc/logrotate.d/ FEUE—NCH, &R “ost” , REFRMUTEE:
/var/log/libstspiDell.log { rotate 10 size 10M copytruncate }

2. 7t /etc/cron.hourly/ TOIE—/N3tE, 4% “ost_logrotate.cron” , SAERMIATEREB:
#!/bin/bash /usr/sbin/logrotate /etc/logrotate.d/ost

logrotate 22 FEF &/ \EHEIT—R, BYBEEXHRIARNED 10 K775 (MB) B, MARFERE. IEAE
1T, 2 OST MR EMARES .

ISR R AR 55 2515 B A EN

BRT 2T [h EFNEBEHERR B B9 RT UL SR HY DR Series RIS T HE HHEAEFZ LM, MRESITEM
OpenStorage $:R (0ST) ##4E, M Dell iU HIMIE— L SEFIRFZB[/ERWEEM . AEHN BT Linux
#0 Windows ¥ & EH—E EZHIARRSS AR M-

Linux $#44 Bk 5585 _E#Y NetBackup

SFIEITHE Linux 4R BR 538 EAY NetBackup, Dell BT EE AT 301
Sk B IR IARR 5889 OST B E X Hssc i

- {LE: /var/log/libstspiDell.log.*
RBEAPR 826 NetBackup eI HEMGSHE:

- {IE: NetBackup HFEIIHALTF /usr/openv/netbackup/logs/ T~ ¥TF NetBackup FEIEANidtiE,
HEBRHEHE— MMM FER. Dell KFESLUTHIEHEZMHER: bptm, bpdm. bprd,
bpcd. bpbrm,

141



- EER, BOABAT, XEANBRAIEAGFE, B NHERIRSS LEFEXL QR A4 aE
T E. INRBEEXL A, MEAMBEINTERR: /usr/openv/netbackup/logs/bptm. /usr/
openv/netbackup/logs/bpdm. /usr/openv/netbackup/logs/bpcd. /usr/openv/netbackup/logs/bprd
#0 /usr/openv/netbackup/logs/bpbrm.

- Dell BIUMA T EHRUWEHRE: /usr/openv/logs/nbemm FA /usr/openv/logs/nbrmms/.
& E NetBackup kAR 5525 £k DR Series A4 R EERBE MO, HpaaiE:
- Linux NetBackup #R AR 5528 ERO#Z 030, LT /usr/openv/netbackup/bin B T. 5 OST #f#E
EEERIA S # NetBackup i B AR BER T
- B ERZOXE, BENEHAEE. BRIEXEZROXHERSATUTER: /. /root/ 3/
proc/sys/kernel/core_pattern FIZ R HIBEF. flan, R TEZKE DR Series R4H
core_pattern (/var/cores/core.%e.%p.%t), WIEF B EIFALTF /var/cores o
Dell i, aRZEFifk LM core_pattern B3 NAT & B245E BRI, NISEMANLREE Itk B FUGKEUEMAE
K%L

Windows 348k 5585 £ &Y NetBackup

SFFEZITHE Windows kAR 5525 Y NetBackup, Dell Z USSR AT 3T
Sk B IR IARR 558889 OST B & ST -0 H RS i

- {IE: %ALLUSERSPROFILE%\Del\OST\log\libstspiDell.log*
kBB IFAR S5 2R HY NetBackup 1Rl BEfa < HE, UKRATERPHIREH:

- C:\Program Files\Veritas\NetBackup\logs\bptm (IRt EHREFE)
- C:\Program Files\Veritas\NetBackup\logs\bpdm (ZiRILBFEHE)
- C:\Program Files\Veritas\NetBackup\logs\bpbrm (ZAR I BREEFHE)
- C:\Program Files\Veritas\NetBackup\logs\bprd (ZRRItt BFEEAE)
- C:\Program Files\Veritas\NetBackup\logs\bpcd (AR LB REFE)
- C:\Program Files\Veritas\NetBackup\logs\nbemm

- C:\Program Files\Veritas\NetBackup\logs\nbrmms

NetBackup ##4fR 5588 3% DR Series &%t k4 A AERI4ZIL ST

MRHEIBR S SHE (MPETRERAE SR TIRR) . H{EF Administrative Tools (ZIETH) — Event
Viewer (ZEHEHRS) WE Windows IRIARSF ENARFNEHRRE. AE, EF Windows Logs
E’(]\1/!ian_'dows H7E) = Application (R EF) . —fmE—FFricE Error ($512) HNEEREEHRE

- B ASHIFHMEREOF, MTEIFR:

Faulting application bptm.exe, version 7.0.2010.104, time stamp
0x4b42a78e, faulting module libstspiDellMT.dll, version 1.0.1.0,
time stamp 0x4f0b5ee5, exception code 0xc0000005, fault offset
0x000000000002655d, process id 0xl2cc, application start time
0x01lcccfl845397a42.

- WMRARGLMR, 1EIEF] bptm.exe BASIH FERLIA THRIE:

1. B FH4THF Task Manager ({E IR .

2. R BZiHIE.

3. BERARA % Create Dump File (BIEEHESTH)

4. NEIBEAE R B RIIHEEP s ER N B RE .

Windows {4 Ak 5588 _E#Y Backup Exec
ST IEITHE Windows 5 44AR 5588 L #9 Backup Exec, Dell B UE LT -
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kB RBR 5525 OST R HHEC & S - Fn B

- fIE: %ALLUSERSPROFILE%\Del\OST\log\libstspiDell.log*
o RBEEMPRE SR Backup Exec 1R BEM&GSHE.
Backup Exec #544 Bk 5525 5% DR Series 2% b4 BBOIE(TT 42003045 -
WMREEER, 1BUE %ProgramFiles%\Symantec\Backup Exec\BEDBG T~ BY{E{a]/\BUE i sr 4 .
« WMRRGFTMR, E5EFH pvisvr.exe 1 bengine.exe AAFRFTEAR LA THRIE:
a. TFF Task Manager ({E&ETEE) &
b. L BIZHTE.
c. B RARA R HIEIE Create Dump File (RIS .
d. MBI R B RRIFTEEF i E MM ER R
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Configuring and Using Rapid Data Storage

RDS Overview

Rapid Data Storage (RDS) provides the logical disk interface that can be used with network storage devices. The Dell DR
Series system requires the Dell Rapid OFS (ROFS) plug-in to integrate its data storage operations with the Dell Quest
NetVault Backup (NVBU). The ROFS plug-in is installed by default on the NVBU server and the Dell DR Series system
when the latest software updates are installed.

3: Apart from the latest NVBU and DR Series software updates, no other software is required to activate RDS on
your NVBU and DR Series Systems in a Windows or Linux environment.

Using the ROFS plug-in, the DMAs can take full advantage of key DR Series system features like replication and data
deduplication.
When RDS is used with the DR Series system, it offers the following benefits:

* RDS protocol provides faster and improved data transfers:

- Focus is on backups with minimal overhead

- Accommodates larger data transfer sizes

- Provides throughput that is better than CIFS or NFS
* RDS and DMA integration:

- ROFS API enables the DMA-to-media server software communication
- DR Series system storage capabilities can be used without extensive changes to DMAs
- Backup and replication operations are simplified by using built-in DMA policies

» DR Series system and RDS ports and write operations:

- Control channel uses TCP port 10011

- Data channel uses TCP port 11000

- Optimized write operations enable client-side deduplication
* Replication operations between DR Series systems:

- No configuration is required on the source or target DR Series system
- Replication is file-hased, not container-based

- Replication is triggered by DMA optimized duplication operation

- DR Series system transfers the data file (not the media server)

- Once duplication completes, DR Series system notifies DMA to update its catalog (acknowledging the
second backup). This makes the DMA aware of the replication location. Restores from either the source
or replication target can be used directly from the DMA.

- Supports different retention policies between source and replica
- Replication is set up in the DMA itself, not the DR Series system
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RDS Guidelines

For best results, observe the following guidelines for optimal performance with your supported RDS operations with the

DR Series system:

* Backup, restore, and optimized duplication operations performed using the Dell ROFS plug-in

% 3¥: The Dell ROFS plug-in is installed on client systems to support client-side deduplication.
* Optimal supported aggregated throughput rates:

- 3.8 Terabytes per hour (TB/hr) for passthrough write operations
- 1.3 TB/hr for dedupe write operations

% 3¥: Passthrough writes are when data is sent from a media server to the DR Series system without
applying any optimization to the data. By contrast, dedupe writes are when data is sent from a media

server to the DR Series system after optimization is applied to the data.
e Backup:

- Passthrough writes
- Dedupe writes

* Restore

* Replication

Best Practices: RDS and the DR Series System

This topic introduces some recommended best practices for using Rapid Data Storage (RDS) operations with the DR

Series system.

RDS and non- The DR Series system supports having both RDS and non-RDS containers on the same

RDS containers appliance. However, this can cause incorrect capacity reporting as both container types share
can exist on the the same underlying storage.

same DR Series

system

RDS replication Non-RDS replication must be configured, and it is replicated on a per-container basis.

and non-RDS However, this type of replication will not replicate RDS containers. RDS replication is file-

replication on the based and is triggered by the DMA.
same DR Series
system

Do not change A non-RDS container must be deleted before this container can then be created as an RDS

the container container using the same name.
connection type

from NFS/CIFS to

RDS

Setting Client-Side Optimization

Client-side optimization is a process that can contribute to saving time performing backup operations and reducing the

data transfer overhead on the network.
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You can turn On or turn Off client-side optimization (also known as client-side deduplication) using the DR Series system
CLI commands, rda --update_client --name --mode. For more information about DR Series system CLI commands, see
the Dell DR Series System Command Line Reference Guide, available at support.dell.com/manuals.

Adding RDS Devices in NVBU

To add RDS devices in the NVBU:

1.
2.

Log on to your NVBU media server and launch NVBU console.

Click Device Management.
The NVBU Device Management window is displayed.

Select Add — Add Dell RDA Device.
The Add Dell RDA Device window is displayed.

In Host, enter the IP address or the system host name of the DR System.

In Username, enter backup_user.

3¥: The Username, backup_user is case-sensitive. You can configure RDS containers only while logged on
the DR Series system with username backup_user.

In Password, enter the password used to access the DR Series system.

In LSU, enter the name of the RDS container.

% 3&: The RDS container name in LSU is case-sensitive. Ensure that you enter the RDS container name exactly
asitis on the DR Series system.

To save the entered details and add the device to the NVBU server:

- Select File — Save
- Click the Save icon.

Removing RDS Devices From NVBU

ﬁ 3¥: Removing an RDS device from NVBU does not delete the data stored in the RDS container on the DR Series

system.

To remove existing RDS devices from NVBU:

1.
2.

4,

Log on to your NVBU server and launch NVBU console.

Click Device Management.
The NVBU Device Management window is displayed.

Select the RDA device that you want to remove, right-click, and select Remove.

% 3¥: Ensure that you remove the RDA device from NVBU before you delete the container from the DR Series
system. You must force remove the RDS device from NVBU, if you delete an RDS container from the DR Series
system before removing it from the NVBU server.

Repeat step 3 to remove additional RDS devices.

The selected RDS device is removed from NVBU. The RDS container can now be removed from the DR Series system.
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Backing Up Data on the RDS Container Using NVBU

You must back up data on the RDS container (available on the DR Series systems) using NVBU. Before you can back up
data using the RDS protocol, you must create an RDS container on the DR Series system and add that container as an
RDA device on NVBU. For more information see, Adding RDA Device on NVBU.

To back up data on the RDS container:

1. Inthe NVBU Console, click Backup.
The NVBU Backup window is displayed.
From the Server Location list, select the relevant NVBU server.
In Job Title, enter a relevant job title.
In the Selections tab, select the appropriate built in Netvault Backup plugin.
For example, to backup the filesystem, select the filesystem plugin.
Navigate to the drive or folder that you want to back up and select that drive or folder.
Select the Backup Options tab, under Backup Method select the relevant backup options.
You can select one of the following:

- Standard
- Volume Shadow Copy Service (VSS)
7. In Backup Type, select the relevant backup type.
You can select one of the following:

- Full
- Incremental
- Differential
8. Under Backup Options, select the relevant options.
You can select:

- lgnore Active Bit
- Check for Files Being Modified During Backup
- Backup through Mount Points
- Enable Restartable Backup
9. Under Backup Options, if necessary, enter the Path to Backup Log.
10. Select the Schedule tab, under Schedule Options select one of the following:

- Immediate — This option starts the backup operation as soon as you save the current backup job.
- Once — This option allows you to run the backup only once at a scheduled time and date.

- Repeating — This option allows you to run the backup at a scheduled time and date on a daily, weekly, or
monthly basis.

- Triggered — This option allows you to run the backup whenever the system encounters a pre-specified
Trigger name.

11.  Under Job Options select the relevant options.

12. Select The Target tab, under Device Options select, Specify Device.
The RDS devices added to NVBU are displayed.

13. Selectthe relevant RDS device from the list of displayed devices.
You can select more than one device.
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14. Select the Advanced Options tab, and select the relevant options.
15. To runthe backup job, click the Submiticon.

The backup job may take a few minutes to complete depending on the amount of data that is backed up. You can view
the progress of the backup job on NVBU, using the Job Management section of NVBU.

3F: For more information on Dell Quest NetVault Backup, see the Dell Quest NetVault Backup Administrator’ s
Guide.

Replicating Data to an RDS Container Using NVBU

Using NVBU with the DR Series system, you can run optimized replication jobs. You can replicate data in backup RDS
containers on one DR Series system to a target RDS container that is on a different DR Series system. The two DR Series
systems containing the source and target containers and the NVBU server must be on the same subnet. Both the source
and target RDS containers must be added to the NVBU server as RDA devices. You can complete optimized replication
(or optimized duplication) of backups that you complete using NVBU.

ﬁ 3E: You cannot replicate RDS containers using the DR Series system native replication feature.
% 3¥: The source or backup container and the target container must use the RDS protocol.
To replicate the data available on the backup RDS container to a target RDS container:

1. Inthe NVBU Console, click Backup.
The NVBU Backup window is displayed.
From the Server Location list, select the relevant NVBU server.
In Job Title, enter a relevant job title.

In the Selections tab, select Data Copyand then Backups or Backup Sets and navigate to the backup job that you
want to replicate.

5. Selectthe Backup Options tab, under Data Copy Options select the relevant options.
% 3¥: Under Copy Type, by default, options are set for Copy and Optimized replication for the DR Series systems.

6. Selectthe Schedule tab, under Schedule Options select one of the following:

- Immediate — This option starts the backup operation as soon as you save the current backup job.
- Once — This option allows you to run the backup only once at a scheduled time and date.

- Repeating — This option allows you to run the backup at a scheduled time and date on a daily, weekly, or
monthly basis.

- Triggered — This option allows you to run the backup whenever the system encounters a prespecified
Trigger name.

Under Job Options select the relevant options.
Select the Source tab, under Device Options select, Specify Device.
The RDS devices added to NVBU are displayed.

9. Selectthe relevant source RDS device from the list of displayed devices.
You can select more than one device.

10. Selectthe Target tab, under Device Options select, Specify Device.
The RDS devices added to NVBU are displayed.

11. Select the relevant target RDS device from the list of displayed devices.
You can select more than one device.

12.  Under Media Options and General Options, select the relevant option.
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13. Select the Advanced Options tab and select the relevant options.
14. To run the optimized replication job, click the Submiticon.

3¥: For more information on Dell Quest NetVault Backup, see the Dell Quest NetVault Backup Administrator’ s
Guide.

Restoring Data From a DR Series System Using NVBU

Use NVBU to restore data from a RDS container on a DR Series system.
To restore data from a DR Series system using NVBU:

1. Inthe NVBU Console, click Restore.
The NVBU Restore window is displayed.

2. Fromthe Server Location list, select the relevant NVBU server.

3. InJobTitle, enter a relevant job title.

4, Inthe Selections tab, navigate to the backup job that you want to restore.
By default, the data is restored into the folder that you have backed up.

5. To change the restore location, double click the backup saveset, navigate to the folder that you backed up, right
click the folder and select Rename.

The Restore Rename window is displayed.
6. Torename the restore folder, select Rename to and enter the new name for the restore folder.
1. Torelocate the restore data, select Relocate to and enter the new location for the restore folder.
8. From the Selection Method list, select Plugin, Backup Set, or Job.
By default Plugin is selected.
You can filter the backups using the Filter Options.
9. Selectthe Restore Options tab and select the relevant File System Plugin Restore Options.

10. Select the Source tab, under Device Options select, Specify Device.
The RDS devices added to NVBU are displayed.

11. Select the relevant source RDS device from the list of displayed devices.
You can select more than one device.

12. Select the Target Client tab.
A list of available clients is displayed.

13. From the list of available client, select the relevant target client.

14. Select the Schedule tab, under Schedule Options select one of the following:

- Immediate — This option starts the backup operation as soon as you save the current backup job.
- Once — This option allows you to run the backup only once at a scheduled time and date.

- Repeating — This option allows you to run the backup at a scheduled time and date on a daily, weekly, or
monthly basis.

- Triggered — This option allows you to run the backup whenever the system encounters a prespecified
Trigger name.

15.  Under Job Options select the relevant options.
16. Selectthe Advanced Options tab and select the relevant options.

17. To runthe restore job, click the Submit icon.
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3¥: For more information on Dell Quest NetVault Backup, see the Dell Quest NetVault Backup Administrator’ s
Guide.

Supported DR Series System CLI Commands for RDS

The following are the supported DR Series system CLI commands for RDS operations:

administrator@DocTeam-SW-01 > rda
Usage:

rda --show [--config]
[--file history] [--name <name>]
[--active files] [--name <name>]
[--clients]
[--1limits]

rda --setpassword
rda --delete client --name <RDA Client Hostname>

rda --update client --name <RDA Client Hostname>
--mode <auto|passthrough|dedupe>

rda --limit --speed <<num><kbps|mbps|gbps> | default>
--target <ip address | hostname>

rda --help

rda <command> <command-arguments>

<command> can be one of:
--show Displays command specific information.
--setpassword Updates the Rapid Data Access (RDA) user

password.

-—delete client Deletes the Rapid Data Access (RDA) client.
--update client Updates attributes of a Rapid Data Access

(RDA) client.

--limit Limits bandwidth consumed by Rapid Data

Access (RDA) when replicating over a WAN link.

For command-specific help, please type rda --help <command>

eg:
rda --help show
3F: The --files in the rda --show --file_history command represents replicated files that were processed via the
DMA optimized duplication operation. This command displays only up to the last 10 such files. The --name in the
rda --show --name command represents the RDA container name. For more information about RDA-related DR
Series system CLI commands, see the De// DR Series System Command Line Reference Guide.
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10
Troubleshooting and Maintenance

This topic provides an overview of the basic troubleshooting and maintenance information that is available to help you
better understand the current state of your DR Series system. The following list of information sources can aid you in
understanding the current state of and maintaining your system:

» System alert and system event messages, for more information, see DR Series System Alert and Event
Messages, which provides a tables that list the system alerts and system events.

» Diagnostics service, for more information, see About the Diagnostics Service.

* Maintenance mode, for more information, see About the DR Series Maintenance Mode.

*  Support mode, for more information, see About the DR Series Support Mode.

* Scheduling system operations, for more information, see Scheduling DR Series System Operations.

* Scheduling Replication operations, for more information, see Creating a Replication Schedule.

» Scheduling Cleaner operations, for more information, see Creating a Cleaner Schedule.

Troubleshooting Error Conditions

To troubleshoot error conditions that disrupt your normal DR Series system operations, complete the following:

1. Generate a DR Series system diagnostics log file bundle if one has not already been automatically created.
For more information, see Generating a Diagnostics Log File.

2. Checkthe system alert and system event messages to determine the current status of your DR Series system.
For more information, see DR Series System Alert and Event Messages, Monitoring System Alerts, and Monitoring
System Events.

3. Verify if the DR Series system has recovered or whether it has entered into Maintenance mode or Support mode.
For more information, see About the DR Series System Maintenance Mode and About the DR Series System
Support Mode.

4, Ifyou cannot resolve the issue using the information in this DR Series system documentation, then read Before
Contacting Dell Support, and seek assistance from Dell Support.
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Failed to check software compatibility. (FK&E
FREM. )

The system software package is incompatible with the
current software stack. (REEHE S YT EHERK
B D

PERC &4

The storage appliance failed to gather the system

diagnostics. (FERZREWERFIZHES. )

BRf

Storage Appliance Critical Error: BIOS System ID is
incorrect for correct operation of this storage appliance.

(FEHRE™EIEIR: BIOS REID FIEM, St
FEERZ T AERIEIT. D
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2. 8: DR Series RAHHE

RGEHHR

AR/ & X3

R EH = 2E)

System memory usage has returned to an optimal

level. (RGENEFERECEEHEKTFE. D

A high level of system process usage has been
detected, if it persists, please collect system
diagnostics. (MBI RGHIEEREKTETS, W
RILCBEFEEE, BRERFZIZHESR. D

System process usage has returned to an optimal

level. (RGHTEFEREC BB HEKTFE. D

A high-temperature reading has been detected on the
NVRAM PCI controller. System will operate only in a
read-only mode. Please check system airflow.
(NVRAM PCI #%#l 28 EHMBLRE EHES. &
FRRERERRTET. BRERZESIR. )

A high-temperature reading has been detected on the
NVRAM PClI controller. System will not become
operational until the temperature reduces to an
ambient value of 55 degrees Celsius (131 degrees
Fahrenheit). (NVRAM PCI #2128 L1 M Zi5 B 1525
dE. BERREMZESERE (131 €RE) BiF
BREEZE, REFTSREEIT. )

The next NVRAM capacitor health check is scheduled
for <variable>. ()X NVRAM BB B BB ITIR G E
IRIF <variable> #14T. )

Windows Active Directory clientis unable to contact
the Active Directory domain server. (Windows Active
Directory & Fum JoiAi%E % Active Directory 8Bk 55
g5 )

Active Directory domain server connectivity is
restored. (Active Directory 38R %% 25 E £ 2 Ik
£2.)

The system IP address has changed from <variable> to
<variable>. (% |P #ilit B M <variable> Bty
<variable>. )

Filesystem scan has been requested. Switching to
Maintenance mode. Filesystem has read-only access.
(BIERXGRGIH. EUBREEPER, X

HRGAEBIEHEMR. O

NVRAM not detected. Ensure card is seated properly.
(RIME NVRAM. EHRRFEEHRA. O

EREHR. TEERFAT.

EREHR. TEERFAT.

FRXHR. TEZERFTM.

EREHR. TEERFT.

FEREXHR. THREMPTH. MREBIARFAE,

BX % Dell STHEFERITIF K MBI T

EREHER. THEERFATT,

EREHER. THEERFATT,

EREHER. THEERFAT.

EREHER. THEERFAT.

EREHER. TEERFATM.

&I\ NVRAM R 2 27 DR Series A8 &+ IF#RE

fi. IEEKAR Dell 3TFEERRIS KINBIS 5.
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NVRAM capacitor is disconnected. (NVRAM B35 88
ST EE. D

NVRAM capacitor has degraded. (NVRAM BEXEEE
K%Z&o )

NVRAM SSD is disconnected. (NVRAM SSD 2 #iF
EE D
NVRAM has failed to backup or restore data during the

last boot. (NVRAM 7 2% 5| SHAERAEZ M 80T
R#EE. O

NVRAM hardware failure. (NVRAM FE{4-&F&E. )

Data volume is not present. Check that all drives are
inserted and powered up. (HIBERELE. BRE
=RCHBA SRR HEE. )

Filesystem server failed to start after multiple attempts.

(XHRGRSBREESREXERE. )

Filesystem server crashed multiple times. System is
now entering Maintenance mode. (X#ZE SRS
ZREAR. REMAEEHNEFRR . D

Insufficient disk space. Filesystem switched to read-
only mode. (HEZTBFE. XHERGEETHRER
RN, )

Unable to detect filesystem type on the Data Volume.

(TERNEEE LN RG AR, D

Unable to detect filesystem type on the Namespace
Volume. (Tt & EE LHXH RS A
2,

Filesystem scan discovered inconsistencies. (3%

GERMANT—HiE—.

NVRAM does not match data volume. (NVRAM 5%
EBEARLTH. D

Storage usage is approaching the DR Series system
capacity. (fFf&FF23%L DR Series RER

£, )

Replication resync cannot proceed because the
Namespace depth has reached its maximum. (F3F
BERTERECEEAXE EREFNEHELST
SREREE. O

160

TBECZ Dell SZHFERIIF KBNS F

TBECZ Dell SZHFERIIF KBNS F

TBECZ Dell SZHFERIIF KBNS F

TBECZ Dell SZHFERIIF KBNS F

TBECZ Dell SZHFERIIF KBNS F
TBECZ Dell SZHFERIIF KBNS F

TBECZ Dell SZHFERI1F KBNS T

TBECZ Dell SZHFERI1F KBNS T

FREHEE. THEERFRTH. MREBNAEE, F
B2 Dell #FERITIT RN T4t

TBECZ Dell SZHFERIIF KBNS T

TBECZ Dell SZHFERI1 T KA BIE F.

Please check report and take the recommended action.
Contact Dell Support for assistance or intervention. (i ZE
IREFHREBGEIAIEHE. 1EE R Dell ZHFERIT1 S K8
HFM. O

INFRXZFE A NVRAM &%, 151 CLI maintenance
--hardware --reinit_nvram <. BXEZEE, H5SRH
Dell DR Series System Command Line Reference Guide (Dell
DR Series FHmS{TEEIERE) -

FREHEE. THEERRTH. MREBNAEE, B
B2 Dell #FERITIT RN T

FREHEE. THEERFRTH. MREBNAEE,
BX 2 Dell HFEBITIT RN T3t
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Filesystem has reached the maximum allowable file(s)
and directories limit. New file and directory creation
will be denied until sufficient space exists. (&%
EREEF R A HMBRYIRG. £EF
FEZTEZ A, FHELSIEFHTHMER. )

Filesystem is reaching the maximum allowable file(s)
and directories limit. New file and directory creation
will be denied after the limit has been reached. (32
ARG RNGEEI BT iR S AR B SREBURE .
EIXEIRBIZ G, EEEAIERCHFER. O

Replication has encountered an unexpected error.
(EHIBEIEIMER. )

DataCheck has detected a potential corruption.
(DataCheck # BB AR IREIRE. O

Temperature warning detected on NVRAM PClI
controller. (NVRAM PCI #=#188_ 460 2B 2

o )

Filesystem Name Space partition has reached its
maximum allowable limit. (SZHERFZHZZE X
EIARIR SR R ABREI. )

Filesystem Name Space partition is reaching its
maximum allowable limit. (SZHERFHZEE X
BN R AR fe R B KBRS D

One or more software packages are incompatible.

(=P EEMREBRFRE. D

ARG -282

Container <name> created successfully. (FKINEIE
K88 <name>. )

Container <name> marked for deletion. (&2%

<name> BRI AMIER. )

Successfully renamed container <name> as <name>.
(RINIEEEE <name> AR Y <name>, )

Successfully added connection entry for container
<name>. type <variable> clients <variable>. (FIN)
weg <name> RNINEESB: $A <variable> B
i <variable>. )

EREN ARG, MRENRTFE, HEKR Dell 325
NS 7)) B s T

HREX RS . MREBNAEE, EIKR Dell 3
ENES 4y B T

TBECZ Dell SZHFERI1F KA BN F

Run data consistency checks at the first available opportunity.
If this issue persists, contact Dell Support for assistance or
intervention. GERBTHATHIB—H 4 E . R k@
MARGFE, EHFR Dell RFEIIFKIBBNSFF. )
BEREREROHTIE. NRERFIRISEARER T
EHAE. FRRBIEHNSRFIRGRE, HiRE
EEFRERGHUATL. IMREBIAEE, BHKER Dell
SRR S RN BNS T

AR AIRR) . RERMXHHERES . WRER
RTETE, IFEAR Dell STHEFERIIF K MBI T

N ERIEHESIEHIFIE. MREREIAEE, B
% Dell ZFEERIIIKINBNHF .

BHE RGO ZLIELLBIRE . F+4% DR Series RGEi% %
(7£ Software Upgrade (3XFHZR) TUmE+, B Start
Upgrade (FFIEFHLD O

EREHER. THERFPT.

BEXELER, B2 AMkE:S. 15FH DR Series &%t

CLI maintenance --filesystem --reclaim_space #54 Jek & itk
EhE=IE.
EELXEE. FTEERFPTH.

EREHER. TEERPT.

161



RERHHE AR/ & X B3

Successfully updated connection entry for container {EEEEE . TEEZEHP T
<name>: type <variable> clients <variable>. (FRINE

A2 <name> BOEIESL B 28! <variable> B4

i <variable>. )

Successfully deleted connection entry for container EELXHEIR. TEEAPTFM.
<name>: type <variable> clients <variable>. (Il

FAZS SR <name> BIEIERE: %E ariable> B

i <variable>. )

Replication entry updated successfully for container {52 EEE . TEZEHP T,
<name>; role <variable> peer <variable> peer

container <variable>. (FRINEFFEE <name> HE

HI%H: At <variable> 355 <variable> 3H 588

<variable>. )

Replication configuration updated successfully for EELXHEIR. TEEAPTFM.
container <name>: role <variable> peer <variable>.
(RRINEFMEDR <name> WEFIRLE: AE

<variable> X3 <variable>, )

Replication configuration deleted successfully for EELEE. TEERPTFM.
container <name>: peer <variable> peer container

<name>. (AINMFRZE RS <name> FIEHIELE: Xt

% <variable> 3F A8 <name>. )

Replication <variable> defaults successfully updated: EEEEE . TEEZEHP T,
role <variable> peer <variable>. (FRINE FHEHI
<variable> FUBRIAME: A <variable> X5

<variable>. )

Successfully updated replication bandwidth limit for EEXHER. TEEAPTFM.
<variable> to <variable>. (B INIGEH|%H 35 PR &
<variable> E#J9 <variable>. )

Successfully removed replication bandwidth limitfor {EEEEE . TEZER AT,
<variable>. (FRINFERRE HIH TR <variable>. )

Successfully set <variable> replication bandwidth EELXHER. TEEAPTFM.
limit. (ARINIRE <variable> EHITHRE].

Successfully initiated replication resync on container {52 EEE . TEEZEH AT,
<name>. (TER88 <name> LERINBshEHIEHE

. )

Failure initiating replication resync on container BEXELER, HERAEEEHHRE.
<name>. (fER2& <name> FEHEFIEFHEH%

M. )

Snapshot <variable> = <variable> created EELXHEIR. TEEAPTFM.

successfully. (FXTHEI R <variable> =
<variable>. )
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Snapshot <variable> = <variable> successfully EELXHEIR. TEEAPTM.
updated. (AXIHEFIRER <variable> =
<variable>. )

Snapshot <variable> = <variable> successfully FEREEE. THFERPTM.
deleted. (RRINMMFRIRER <variable> =
<variable>. )

Online data verification <variable> successfully. (Bt 1EE2ZEE. TEERAPFH.
BRI IE <variable> BT, )

Successfully <variable> system marker for <variable>. 5B EHEE . TEEZERP T,
(I <variable> <variable> B & ZtARic. )

Successfully updated <variable> schedule. (FXTHE EELEE. F1FERA,L T
#f <variable> 3%, )

RGEMH = RA3
System is entering Maintenance mode. (RZEIEHAN FEELHEHE. FFEAPLTH. BHEER Dell XIFIINF

#IERK, D KBNS T
System is entering Support mode. (RZIEHATFHF ERLER. FTHEEAFTH. BHHER Dell ZIFWITF
#ER. ) KBNS T

Failure-OFS client initialization failure. (5T - OFS & 158 & Dell 321K BIZ F.
FImdE R M. )

Failure-mtab initialization failure for container if BB R Dell HFERITF KRB FF.
<variable>. (5N - AR <variable>, NIZ 2% mtab

B L. )

Failure-cannot initialize node mtab. (5kI¥ - FToiE#1%E 1HEKER Dell ZIFERIIF K BIZK T
k35 &= mtab, )

Failure retrieving configuration for container ID BB R Dell Z#FERIIF KBNS T
<variable>. (}&Z 725 D <variable> FUECE &
M. )

Failure deleting container ID <variable>. (MFRE=T 1B Dell STHFEBIIF KB T,
ID <variable> %%, )

Failure stopping container ID <variable>. ({21ER38%  1EBEF Dell THEBITIS KN T
ID <variable> %%, )

Failure adding connection <variable> for container ID  iFEA % Dell 3RS K BIE FF .
<variable>. (3758 |D <variable> 78NS
<variable> ¥, )

Failure deleting connection <variable> for container ID 5EX % Dell 338171 Sk BN S FF .
<variable>. (IERZ S ID <variable> FUZETE
<variable> ¥, )

Replication started as per schedule, will be active until EEZEE. FEEHAFH.
<variable>. (EHICIZITXIFIR, §—EFLEE

<variable>. )
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Replication stopped as per schedule, will restart at
<variable>. (EHIBIEITRIFLE, FTF <variable>
BEHAFE. D

Container replay failed for container <variable>. (&

82 <variable> FYR B2 O AL . )

Failure-Name Space subsystem initialization failed.

(KN - s BB FREMIA LY. )

Inconsistencies were found in the Name Space. (#y

ZEERERF—H. )

System entering Maintenance mode-Name Space log

replay failed. (RZEHNEIFER - FRZTEBERE

BIRE M. D

System entering Maintenance Mode-Name Space
transaction failure. (RGEEFHNFHIPER - HRAT
[BEFHRM. D

Failure-failed to commit Name Space transaction. (&
T - REERZ B ETEES. )

Filesystem has reached the maximum supported
number of Name Space entries. (R 2IAZAT
YHFNREATETEZERK. O

Filesystem has recovered from a lack of available
Name Space entries. (XHZ%E WA A drZ =8
ZBETEMBERPIRE. D

Internal attributes of some files were found to be
corrupt. The DR Series system will not allow the
setting or removing of Attributes or ACLs on files that
have corrupt attributes. (&I LETHRINERE 14
3K, DR Series RGIF A 1T B BRI B MR
X ESFEMRE M ACL. )

Replication resync started for container <variable>.

(88 <variable> EFREFIEFR L. O

Replication internal resync started for container
<variable>. (758§ <variable> B IR EHINIRES

Eﬁo )

Replication resync completed for container <variable>.

(88 <variable> BESEREFIEFR L. O

Replication internal resync completed for container
<variable>. (758§ <variable> EEEHINIRE
B£. )

Failure creating replication snapshot for container
<variable>. (78S <variable> ) SR BB 5k
M. )
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FREHEE. THEERFTH. BEAR Dell XFEFRRIIT
KinBhEF .

FREHEE. THEERFTH. BEAR Dell FEFRRIIT
KinBhEF .
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TBECZ Dell SZHFERIIF KBNS F
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HEREXH RS, WERITOEICHMBR. MRt
TERARTFLE, 1BBAR Dell STHFERI) S KBNS F .

MEFARTFBITXH RS BIRIRIE. 1BHKAR Dell 3THFED
ISR HBIRF .

EEREFMIB WA XHHERILRE, FFER
DR Series &% CLI maintenance --filesystem --start_scan 4y
SHITHEIFFIE. 15BCER Dell LIFIIIS KB T

.

EREHER. TEERFTT.

FERXHR. TEERFTT.

EREHER. TEERFTT.

EREHER. TEERFATT.
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Failure deleting replication snapshot for container WMRBFRMAFELE, ERD inode HEHELR Dell ZHEB
<variable>. (BHFRZ 2T <variable> FYE RIS IS KB F .
. D

Replication client connected for container <variable>. EELEHEE . TEEZEHP T,
(BERA SR <variable> WEHIZE Fifk. )

Replication client disconnected for container FIAEFIim0 (9904, 9911, 9915 F19916) F1 OST (10011

<variable>. (58§ <variable> FIEHIE M 011000 RIECEH. WREBMNARELE, 1R Dell

EE. D THEFEBII S R BN T

Replication server connected for container <variable>. FIAE&iwO (9904, 9911, 9915 F19916) F1 0ST (10011

(BEHERE «variable> WEHIR %S, D 110000 HRIEBBH. WMREBEMIAFEE, KR Dell

SIS KBNS T

Replication server disconnected for container EREHE. FHRERPFM.

<variable>. (3585 <variable> FIEHIAR S22 HFF

E#E. D

Replication Name Service volume operations log MIAEHimO (9904, 9911, 9915 F19916) F1 0ST (10011

(oplog) full for container <variable>. (588 <variable> #111000) #EE2BH. WMREFMMIREE, HFLER Dell

FIEHIZFRAR S ERIEHE (oplog) B ) RIS KBNS T

DR Series entering Maintenance mode due to corrupt DR Series RA& S BHITHIE . MR ERMAREE, HRL

Name Service volume operations log (oplog) for inode F2KELF Dell ILHFPIISKIBEIT T

container <variable>. (FHT g% <variable> BY&FR
R ERIERE (oplog) 33K, E itk DR Series 1IE i3
ANEHFIRN D

Replication data operations log (oplog) full for DR Series RE S BITHIE. MRIFERNARGEE, BRD
container <variable>. (2588 <variable> RIS HIEIE  inode B E N HE & Dell IR TR KB T,
#24EB7E (oplog) B3, )

DR Series entering Maintenance mode due to corrupt DR Series RZt2 BT, MBERMAEE, HRLD
replication data operations log (oplog) for container  inode 22 5Ft & Dell L3381 1S KBNS F o
<variable>. (FAT 288 <variable> BV E I HIBIRIE

H7 (oplog) 3R, E Itk DR Series IEIFENHEHPHE

XK. )

System entering Maintenance mode due to corrupt DR Series RE S BITYMIE. MRBERMAELE, BED
blockmap for container <variable> scid <variable>. inode # 2K ELZ Dell ZHFERI IS KIBBIHKTF o

(BT 788 <variable> scid <variable> FYERE35
K, BERFEHFNEFEX. D

System entering Maintenance Mode due to corrupt DR Series RZ S BITUIE. MRIBERIMARE, BHHL
datastore <variable> scid <variable>. (FBTHIEEME inode B EHFXF Dell ZIFFRI T RIBIE T .

[X <variable> scid <variable> #fiiF, Etk RGEIE#

NEPER . D

Replication transmit log (txlog) full for container DR Series RE S BITHMIE. MRBERMAELE, BFED
<variable>. (332% <variable> FIEHIE i HE (txlog) inode BIE T LR Dell ZIFIRITI K MBI T,
(=5 )

DR Series entering Maintenance mode due to corrupt  1FWEIZET BB, HITHZIHFICREE Dell TIFERI]
replication txlog for container <variable>. (TR FKELH.
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<variable> B9 E &l txlog 3%, [Etk DR Series IEi#
NEPER, D

System entering Maintenance mode due to replication

txlog commit error <variable> for container <variable>.
(HTF A <variable> B9 S #l txlog 12X IR

<variable>, BEItRFIEHNEIFER. )

DR Series entering Maintenance mode due to corrupt
chunk data for container <variable>. (BT &
<variable> FIXSREHEIRIR, Ek DR Series IEFN
HERN. D

File replication unable to make progress on container
<variable>. (XXHEHITETER SR <variable> it
7. )

Replication syncmgr exited for container <variable>
error <variable>. ([El52% <variable> 1% <variable>

SHURHEF synemgr. )

Replication syncmgr event for container <variable>
error <variable>. ([El52% <variable> 1% <variable>

S EH syncmgr E. )

Replication Name Service exited for container
<variable> error <variable>. (KI5 2E <variable> $&i%

<variable> SHIRHE EHIZFRIRS. )

Replication data replicator exited for container
<variable> error <variable>. ([El52% <variable> 1%

<variable> SEURH EFIBIBEEHIZE. )

Replication protocol version mismatch for container
<variable> error <variable>. ([EZ52% <variable> 1%

<variable> SEEFIY AR TE . )

Replication delete cleanup failed for container
<variable> error <variable>. (KI5 2E <variable> $&i%

<variable> SEEFIMIFREFIRRM. )

Replication target system <variable> is running low on
space. Replication cannot proceed further on
container <variable>. (Z#|B¥rFH S <variable> #Y
TEEVGHER . FTIATER R <variable> H4REH#IT
gl D

Replication misconfiguration detected for container
<variable>. Replication relationship might have been
deleted forcibly on target system <variable>. (}&3MZ|
8% <variable> BLE$RIR. AHECEBIRRS
<variable> E3EFIMPREFIXR. O
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Replication failed for container <variable> error
<variable>. ([RlZ52% <variable> $81% <variable> S

EHIKEM. >

Replication server failed to commit blockmap for
container <variable>. System is entering Maintenance
mode. (EHIBRFIFREEIRIZE SR <variable> HIIR
E. REEFHFANEPRN. D

Replication container <variable> is paused due to files
pending in the Cleaner process. (T 5IREE#F2H
RIFFLERSC . EHIERS <variable> BEF. )

System is running a lower version of RPC. This will
stall replication on all target containers. (RZIZITH
RPC REARMK. XIFILFBERERLNE

#lo )

NFS client successfully mounted <variable>. (NFS &
Puma I3 3 <variable>. )

Maximum NFS connection limit <variable> reached,
active NFS connections <variable>. (Ei&E|E KX
NFS 3%E$EBR# <variable>, 5Ezh NFS ZEiEH K
<variable>. )

NFS server started successfully. (NFS BR&Z 222N
BE. )

CIFS client successfully connected to container
<variable>. (CIFS ZFimmINERERS
<variable>. )

Maximum CIFS connection limit <variable> reached.
(2IRBIFE K CIFS ZE#EPR I <variable>. )

CIFS server failed to start <variable>. (CIFS fR$588K
BE/B TN <variable>. )

CIFS client connected <variable> times to container
<variables. (CIFS ZPi#E <variable> JRIEEER
2% <variable>. )

CIFS server started successfully. (CIFS fR% 222 M
NBEh. )

Online data verification (DataCheck) started. (EX#/.%k
$EI&IF (DataCheck) B FFEE. )

Online data verification (DataCheck) suspended. (EX
HLBRISIE (DataCheck) B E#E. )

Online data verification (DataCheck) stopped. (EX#l
MIBISIE (DataCheck) 221k, )

WESHT BESCHHRLGEE, FHTHF—&KHFICRE Dell
SFFERI1 S K EE AN .

DR Series RS AITAIE. MRIBERMAEE, HERD
inode HEHEF Dell THFIRIT)F RIPBHKTF .

FEEFIRIARR LETEER. MRLFERNARE
7, VEEKAR Dell 3TFEERRITIS KT TSk th8h .

518 RPC AR EERBRIARA . MRILTERNAEFE, &
B2 Dell HFEBITIT R Tk tf

FEREXHER. TEERFT.

BIXEIFERS] . ERERRE.

FERXHR. TEERFTT.

EREHER. TEERFAT.

BIXEIFERS] . ERERRE.

B E #1515 DR Series £%t. MREBMNAFE, BHR
Dell SZH5ERI1F K iABHE F

B E #1515 DR Series £%t. MREBMNAFE, BHR
Dell SZH5ERI 1T K iABHEL F

EREHER. TEERFATT.

SEEHED. MREIBMNARELE, 1HEE Dell ZIFERI
SRBENFE T

SEEHED. MREIBMNARELE, 1BHEE Dell ZIFERI
SRBENFE T

SEEHED. MREIBMNARELE, BHEE Dell ZIFERI
SRBENFE T
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Online data verification (DataCheck) resumed. CE.#/
MIBISIE (DataCheck) ERE . )

Online data verification (DataCheck) detected
<varfable> corruption. (BX#LEHEIEIE (DataCheck)
5N B] <variable> MREF. )

Online data verification (DataCheck) detected
<variable> corruptions. (BE##IBLIEIE (DataCheck)
5N B] <variable> MREF. )

Online data verification (DataCheck) failed to start.

(BEHHIBIEIE (DataCheck) FREEFFEE. D
ARG EH =3R4

Unable to load deduplication dictionary <variable>.

(FeEmMEEE BIRHR T <variable>, )

Unable to locate deduplication dictionary <variable>.
(TAEEMNES HIEHEMRFH <variable>. )

Cleaner process run <variable> started. CG5IR2EHTE
IB1T <variable> 2 F 5. )

Cleaner process run <variabl/e> completed in
<variable> milliseconds (ms). GEIRSHIZIEIT
<variable> B 7E <variable> Z# (ms) JFFEMK. )

Cleaner process encountered input/output (I/0) errors.

CEEREEBRMAN/ML (/0) iR, D

Failure to sync NVRAM <variable>. (KEEEEH
NVRAM <variable>. )

Failure in reading from NVRAM <variable>. (iEER
NVRAM <variable> RF5c . )

Failure in writing to NVRAM <variable>. (BN
NVRAM <variable> RF5c . )

Failure to write sync NVRAM <variable>. (REEB N
[=]125 NVRAM <variable>. )

Datastore <variable> length mismatch <variable>. (3

EFEX <variable> < A ILHEC <variable>. )

Data volume capacity threshold reached. (2iXZ|#
BEER=EHE. )

Out of space. Rollback of updates on object <variable>
failed. Restarting file server. (ZETNE. X5
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SEEHED. MREIBMNARELE, BHEER Dell ZIFERI
SRBENFE T

FERLEEE . WRONATE, 1FBER Dell Z#HERIT]
SRBENFE T

SELHD. MREIBMNARELE, 1HEER Dell ZIFERI
SRBENFE T

SEEHED. MREIBMNARELE, 1BHEER Dell ZIFERI
SRBENFE TR

151# F DR Series Z&%: CLI maintenance --configuration --
reinit_dictionary ®4 . HNRILRIFBISAELE, 1EEKE Dell
THEFEBII S R BN T

15 1# FH DR Series &%k CLI maintenance --configuration --
reinit_dictionary #y< . AR EIFMISRTEAE, 1HELZ Dell
SRR S KBNS .

FERXHER. TEERFATT.

EREHER. THERFPT.

DR Series R FETHIPHICIE. FEA%EIFER D DR
Series % CLI S SR ERES . IRIBFJEEL R Dell £3FE0
7o

DR Series 2%t A9 NVRAM FELRIE)RRE . B1F A PER
DR Series Z%: CLI e S TR,

DR Series 2%t A9 NVRAM FELRIE)RRE . B1F A PER
DR Series Z%: CLI G5 S TR,

DR Series 2%t AY NVRAM FELRIE)RRE . B1E A PER
DR Series Z%: CLI G5 S TR,

DR Series 2%t A9 NVRAM FELRIE)RRE . B1E 4 PER
DR Series Z%: CLI G5 S TR,

DR Series RGP ET 43P H0E)ET . 151 A 4355 DR
Series % CLI SR ERTS . RIBEEFLZE Dell 1SR
7T

EELHEE. FEERAF.

DR Series RGP ET 43RO, 15E AR DR

Series &%t CLI SR ERS . RIFPFEBR Dell IR
7o
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<variable> BFTELREM . EHEEFHBIHERS

%0 )

Failure reading from data volume. GEER#IBERTL

. )

Failure writing to data volume. (B \E3E&R
. D

Checksum verification on metadata failed. ($t%} 7T

BERIE NI IER . D

Optimization engine log replay failed. ({£4£31ZH&

E iSO

Decompression of datastore failed <variable>. (¥i#&

FHEX MR E SRR <variable>. )

Failed to clean active datastore <variable>. (KEEH

IEEEN BB E %X <variable>. )

Negative reference on datastore <variable>. Record
type: <variable>. Count: <variable>. CBHETFEX

<variable> S|F# f{E. iCFHA: <variable>,

¥ <variable>. )

Datastore <variable> contains negative stream
reference count. Record type: <variable>. Count:

<variable>. (BIBTFEMEX <variable> & 7R3 B

. 1I0FAEB. <variable>. I

<variable>. )

Datastore <variable> total reference count reached

threshold. Record type: <variable>. Count: <variable>.

(BB ENEX <variable> 25| AIHHEIRRHE.
iBF 2R <variable>. 1H#: <variable>. )

Entering Maintenance mode due to failure in

processing logs. (FHTREELIERE, IEEFNE

PER. )

Failed to acquire optimizer pipeline. Error: <variable>.

CREEFRBMLZEE, $HIR: <variable>. )

Failed to create optimizer event. Type: <variable>,
Error: <variable>. (REEQIEMMILEZEH. HKA.

<variable>, $&i%: <variable>. )

Task execution in fiber <variable> timed out after
<variable> milliseconds (ms). Restarting file server.

(FE4F <variable> FEVESFIMITEE <variable> =

# (ms) [FiBRt. [EEEHBINCHRSR. D
Memory allocation failure. (IESECEM. )

DR Series RGP ETHIPRI IR . HFER%FER DL DR
Series &%t CLI SR ERTS . RIFFEBER Dell IR
7o

DR Series R ETHIPRICIE. BERAEFER K DR
Series &% CLI H SR ERES . RIBFBEZZEER Dell LFFEP
7o

BEAR Dell iFERIIS KBS IEECHRE. BXlE
EE5, 15SRXT DR Series 4125,

BEAR Dell iFERIIS KBS IEECHRE. BXlE
EE5, 15SRXT DR Series 4155,

TBECZ Dell SZHFERI1F KA BN F

BEC AR Dell ZIFERIIF K BIZK T,
BEAR Dell iFERIIS KBS IEEXCHR%E. BXlE
E58, ESA “XT DR Series #1PHER”

EREHER. THERFPT.

EREHER. THERFPT.

TBECZ Dell SZHFERII T KBNS F

TBECZ Dell SZHFERII T K FIREAEBA

TBECZ Dell STHFERII T K FIREAEBA

BEHMBINHRSE. BWEZEBEXHRSE, &
A5 HE E15 45 Dell 4580 T,

THEERIDHT B S SCHES B
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Background compression started. (JE&EHCFF EELXHEIR. TEEAPTM.
¥h. )

Background compression completed. (FEE4 ST FEXHER. FFEAPTM.
Ao )

Optimization initialized on container <variable>. (B8 FEELXEE. TEERAATH.
<variable> EBFiEHAL. D

Optimization terminated on container <variable>. (& EEZLEEE. FEEHPFH.

#% <variable> EE2&1EHitk. )

Cleaner process started as per schedule, will be active EE22E8. FTEERAAFH.
until <variable-. GEIRSRHIZCIRITRIFFIG, &—
EHF4EF) <variable>. )

Cleaner process stopped as per schedule, will restart {52 EEE . TEZEHPA T,
at<variable>. GEIESRHECIRITRIEL, ¥F
<variable> EFFIH. )

Cleaner aborted at <variable>. GEIBEETF DR Series ARG R HENFEIFIERN, FHEBIESHIZEER
<variable> #1k. ) Bzl

Moving data from NVRAM to disk failed. System is BEEXHEHE. TEFERPTT.
entering its Maintenance mode. CI&##EM NVRAM
REHERKY . REEHFNEEFEK, O

Last event/invalid event. ( ENEH/THELE. ) FEEEE. 15EAER Dell SHHERIIF KBNS F .

Filesystem Cleaner process started as per schedule {52 EEE . TEZEHP T,
(will be active until <variable>). (3T RS 5T H
T RIFFIE CF—EHE2 <variable>) . )

Filesystem Cleaner process stopped as per schedule {52 EEE . TEZEHAP T,
(will restart at <variable>). (CIERGEIBRIHIES
BIRELE (8T <variable> EFHFFE) - D

RGEM =485

System shutdown initiated by administrator. (ZIER FEXEE. TEERAATH.
BREIRGXALRE. O

System reboot initiated by administrator. (BFIERE FELXEE. TETERAATH.
BERGZEMSSF. )

Start system upgrade to version <variable>. (REH FEELXEE. TEERATH.
RFR ERRA <variable>. )

System name changed to <variable>. (RGERZMEE FEELXHEHE. FTFEA, T
A <variable>. )

System date changed to <variable-. (ARG HEAIEE FERELXER. LF1HFTEAPTH.
A <variable>. )

System time zone changed to <variable>. (RGFX FELXHEHE. FTEEHP T
B ¥ XA <variable>. )
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Password changed for user: administrator. (F§:
administrator FJZREEE K. )

NTP server <variable> added. (23750 NTP P58
<variable>. )

NTP server <variable> deleted. (EMIBE NTP PR 25
<variable>. )

NTP service enabled. (2/ZH NTP k% . )
NTP service disabled. (22£F NTP fR%%. )

User data destroyed using CLI command. (f§EF5 CLI
WSREIR T BPHIE. D

User <variable> enabled. (2B RAAF
<variable>. )

User <variable> disabled. (EZ2FARA~
<variable>. )

Networking interfaces restarted. (2 EFE ML
0.

DHCP enabled: IP address assigned by DHCP. (B3
Fi DHCP: g3 DHCP 4 IP #biit. )

Static IP address <variable> assigned. (2D ECERAS
IP bt <variable>. )

Network interface bonding mode set to <variable>.
(MEEOPDERABLE A <variable>, )

Network MTU size set to <variable>. (4 MTU X/)h
2% E A <variable>. )

System name set to <variable>. (RZEBHEIRER
<variable>. )

Email relay host set to <variable> for email alerts. (F

TRFEHFERNE T FRENSRER

<variable>, )

Recipients for email alerts set to <variable>. (FE-FHp}

HEARBH AN B IR E H <variable>, )

Recipient <variable> added to receive email alerts.
(BN <variable> JeEUTEE FHRHEEE
*&o )

Recipient <variable> is no longer receiving email
alerts. (T A <variable> N IZUE TR (£
*&0 )

Administrator information set to <variab/e> for email
alerts. (A FEBHERMNEBERERERER

<variable>, )

FEREXHR. TEERFTT.

EREHR. TEERFAT.

EREHER. TEERFTT.

EREHER. TEERFATT.
EREHER. TEERFPT.
EREHER. TEERFTT.

EREHER. TEERFT.

EREHER. TEERFT.

EREHER. TEERFT.

EREHER. TEERFPT.

EREHER. TEERFPTT.

EREHER. TEERFPT.

EREHER. TEERFAT.

EREHER. TEERFATT.

EREHER. TEERFATT.

EREHER. THEERFPT.

EREHER. THEERFPT.

FRERTHFRHEARSTNATE, IMEREE
o

EREHER. THEERFPT.
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Test email sent. GUIXEETFEMEFELE. ) EELXHER. TEEAPTFM.
Joined the Windows Active Directory domain EELXHEIR. TEEAPTFM.

<variable>. (211 Windows Active Directory 13
<variable>. )

Left the Windows Active Directory domain <variable>. 152ZEE. TEERAPFH.
(21R 4 Windows Active Directory 13
<variable>. )

System diagnostics package <variable> deleted. (2 EEEHEE . TEEZEHPL T,
MR REISET IR R <variable>, )

All diagnostic packages deleted. (EMIBRFTEZE FEEREEE. FTEERFATH.
BT\, O

System diagnostic package <variable> is copied off EELXHEIR. TEEAPTFM.
the system. (ENRGEHIRGISETHIRE

<variable>. )
System statistics reset by administrator. (BIERE FELXEE. TEERAATH.
BEERGSIMER. D

System diagnostic package <variable> is collected. FEREEE. THFERPTM.
(BUWERGISEIHIEE <variable>, )

System diagnostics space usage exceeded threshold. {EEEHEE . TEZEHP T,
Auto cleaning oldest package: <variable>. ( RZEISHA

ZFEFERAECHBEHE. EEENEERIENK

Bl <variable>. )

CIFS server cannot access file service. (CIFS fR&525 1BEXZ Dell IS KTk tng. BHWEIZEEE

FeEipE SRS . D XHHEGE, REEE %% Dell HERIT.
Host <variable> added to SNMP alert recipient list. EELHER. FTEEALTW.

(BIFEH <variable> R ZE SNMP Z3RUL 4 A S
%o )

Host <variable> deleted from SNMP alert recipient list. {ERZEE. FTEEAFFM.
(BI8EM <variable> I\ SNMP E4R U1 AT
B, >

Host <variable> enabled for SNMP alerts. (B35 ESELEE. TFERAPTM.
SNMP €45 = F§ E#1 <variable>, )

Host <variable> disabled for SNMP alerts. (23 FEXHEHE. TEERPTM.
SNMP €45 25 F§ =41, <variable>. )

User <variable> logged into the system. (A FERLEE. THFTERPTM.
<variable> BERE RS+, )
CIFS user <variable> added. (2370 CIFS B EREHE. FHRERPFM.

<variable>, )

CIFS user <variable> deleted. (EMIB& CIFS B~ FEXHEHE. TEERPT.
<variable>, )
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Password changed for CIFS user <variable>. (BEK FEXHER. FEEAFL T,
CIFS F 7 <variable> H9Z5H5 . )

System upgrade completed <variable>. (BEMESLE FEELXER. F1HFERAPTH.
F4K <variable>, )

Cleared foreign configuration on disk <variable>. (2 EEEHEE. TEEZEHP T,
sERRHESE <variable> ERISNIIECE . D

User <variable> logged into the system. (F /= FEREEE. THFERPTM.
<variable> BERB RS+, )

Disk <variable> configured as hot spare. (S5#iE FEXHER. FTEEAL T
<variable> BL B A#AEAHE. O

Cleared foreign configuration on disk <variable>. (2 EELEHEE. TEEHAPL T,
sERRHESE <variable> ERISNIIECE . D

Telnet service enabled. (2 /2 Telnet fR5S. ) FELXHEHE. FFEAPLT.
Telnet service disabled. (22 Telnet IR, O FELXHEHE. FFEAPLT.

DNS settings updated with primary <variable>, FEREEE. THFERPTM.
secondary <variable>, and suffix <variable>. (DNS 1%
ECEFAEE <variable>, JXZE <variable> fijg

2% <variable>, )

System initialized successfully. (BRZEFIELR FEERLEE. THFEERPTH.
. )

Security privilege(s) changed for <variable>. (BEX EELXEE. FTEERAPTH.
<variable> IR 2R, )

Miscellaneous Invalid/Last Event. (Eft T/ EANE BEFXHEHE. TEERATFM.
G

REEM=-AB6

File system check restarted. (EEFHBHIIXHERS FEREHEHD. FTHEERPFM.
BE, )

File system check completed successfully. No FEREEE. THFERPTM.
inconsistencies were found. (2 RINTERIH RS
BE, REIA—H @, )

File system check found some inconsistencies. (32 DR Series BG4 E RS & IS MR AT AR I (5] 57

RERELY—LEA—H @R, ) R EIBANATEAE, 1HBLR Dell THEBIIF KRBT T
.

File system repair started. (2RI HRELGE BEELEHE. TEERPFM.

Eo )

File system repair completed. (B5emXHZ&%1E EEIEEHE . FEERATFM.
Eo )

File system check stop requested. (EiEKELXHE FEREHE. FHRERPFM.
RGERE. )
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One (or more) file(s) were deleted as part of the repair

process. (1S FEPMIFR T —Nek B 3etk. O

One or more file(s) were deleted as part of the repair
process for container <variable>. Replication will be
stopped for this container. ({&& T2 FMIFR T B 25
<variable> B—M BN, FELLLBERNE
#lo )

One or more file(s) were deleted as part of the repair
process for container <variable>. Resync has been
initiated for this container. ({& & iTFZFMIfR T A58
<variable> I—ANHEN L. BRNLERFNE
MEL. D

RGEN =487

0ST server started successfully. (0ST BRZTRINE
e )

0ST server failed to start. (0ST PR&ZSEREEDS

e )

0ST server stopped successfully. (0ST BR&525 BTN
fF1k. )

0ST client authentication failed. (0ST & ik &84
HER M. )

0ST Logical Storage Unit (LSU) quota exceeded
<variable>. (0ST IZ3E7Fi%E T (LSU) Bc&i 28t
<variable>. )

0ST backup failed <variable>. (0ST Z1}5LMg
<variable>. )

0ST Opdup failed <variable>. (OST ik S5
<variable>. )

OST Restore failed <variable>. (0ST TR %M
<variable>. )

OST connections exceeded the maximum limit; count:
<variable>, maximum limit: <variable>. (0ST ZEFEH
B R ARE]; . <variable>, T AFRH:

<variable>. )

Connection from the OST client <variabl/e> aborted.
(2 13k B8 0ST & Pl <variable> B9ZERE. )

0ST client protocol version is not supported. (A~3Z#%
OST Z Fumthisl i A . O
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FRFED. FHRERAPTM. EHITIUE, BEH DR
Series Z&%; CLI maintenance --filesystem --repair_history
verbose 4.

FERXHR. TEERFTT.

EREHER. TEERFTT.

EREHER. TEERFT.

HEHEEN 0ST AR . MRERENAEFE, BKAR
Dell 3ZH5ERI1F K iABIEL F

FEREXHER. TEERFT.

BER 0ST BFRSFHINIE. REBINATFE, B
% Dell 3ZFFERIIIKINBNRF .

FEREHR. BRD LSUKKE. MREBNAFE
TBECZ Dell STHFERI1F KA BHE F

HEIR OST FHRE. WMREBNAEFLE, EHKR Dell
SFEFRRI1 S K BN 37

OSTIRULEFILIZRY. NREIREFFEEFE, HHKFR Dell
SFEFRRI1 S K BN 37

OST R FERY. INRENRFFEAEFTE, EHLFR Dell X

FERRI IS SR BA S T3t

FEEHR. HRD OSTEHEMEKE. MREBNAE

£, IFBEAR Dell ZFEFERIIT R IMBNS T

FEREXHER. TEERFT.

FRXHER. TREMPT. B Dell DR Series
System Interoperability Guide (Dell DR Series 4G 1E1E1E
G PEFIFR 0ST B kAR A
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System is entering the Maintenance mode: 0STLSU ~ {E2HKIER. FHEAFTH. WREBMNAREFE, 1F
information file is corrupted. (Bt IEFENLEHPIE BE 2 Dell I#EFERITI K BhZL T,
H: OSTLSU REXHEHIF. )

System is entering the Maintenance mode: 0STLSU ~ {E2HKIER. FHEAFTH. WREBMNAREFE, &
image information is corrupted. (RFIEFNHEIFHE  BEER Dell ZHFEITS KB T
H: OSTLSUBRIGIEE2EHIF. )

0ST client connection was reset. (2EE 0STEFR BFELEE. F1EERATFW.
mEE. )

System is entering the Maintenance mode: 0ST meta EE2ZEE. AEEH A FHi.
directory is corrupted. (RZIEHNLEIFHER: 0ST

TEREHIE. O

OST server initialization failed. (OST BRFZHBMIHNL FEREEHR. FHEERPFM.
K. )

0ST server initialization was successful. (0ST RS 1EEEEE. TEERAAFH.
BRI, )

XTFoRARSS

1832 DR Series % H1#Y Diagnostics (M) FRFZAER. WEMERERGHISHT BEXHRSE. SIS0
HEX RS E R i

ARG RERHATRER

AHEMAZRENRFEXER

RGURIERIICR, FITE Dell TR EIRMIBAF B ER

EifatkIheE, EEALLT DR Series R SATE R GUI IR :
Support (3Z#%) — Diagnostics (iSHR)

Diagnostics (iZWf) BREMWITIEAFRRBENWERBAREHXEER, EMICHASE D HEMaEIRIEN.
AR HEGRMENEZES, 1557 Diagnostics G2 T EFAIEIR.
LHERZGBHEEMER—FREIETT, HELFRMITHANRER. SN EHEERMERX TEE:
Admin-Generated mode (ZFER4#ER) : 4 DR Series &% CLI 2% DR Series %% GUI 5 kAAEIER
Y FREIENBRAEEREERER) B,
Auto-Generated mode ( BZNERAER) : REHATEHIREHFERT, DR Series REFIRWERFKHEXE
2. TREFERNKER, ERERRZEEN.
L HEBRBERABEREEM, EER— /MR ERBEEYS SR . @iT DR Series R4t GUI A%
L HEXHTHHREEME LHWEMZES. DR Series RERg 4P — N A HEE R REE M
RGHEXER, XLETE BRSNS E M.
BXELIEE, 52507 Diagnostics G2HT) TUEmANLED. £ RiSH HE . TEiSH BEScEFiigi2kH
A

By EEER—MSEAEXHRENEN, ERSEKER Dell X#HFKLARMHETFHFREFTH DR Series RE1S
B. ERZEREXHRAEE, WHERBTWE LRI B e IS B N RGP #ER.

~.
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i AR RSaENEE. FEMRERSEEERLESE A Dell System E-Support Tool (DSET) #1 DR
Serles %% CLI %74 (diagnostics --collect --dset) £ HIE 225 BI4HE] . F 5 DR Series REGSITRE G LHNE
%158, FEI7 Dell DR Series Command Line Reference Guide (Dell DR Series iy ${T75E155) .

ARGUERIET DSET BY{E 2 BBNT Dell 3235 A 53x DR Series ARGt THIPE HERR S T HAATS .

T SR B B

SRS SR T RHRZEEU TR

* DR Series R XIMEM R G 2SR S5 EE AR & X DR Series RGUIRZSHI B RIS M HRULER
© A BRI ERIE KRG HAFI AT .

+ DR Series &% GUI IRHIETUA B R A2 wiEI,w £ FNSEH AR, THHEREMEGZEHEENE
x, MBI EZHEE. BXELZEE, 58 IFH Diagnostics (G2WF) T FAEIRK X FiSWiBR S -

* DR Series &% CLIITHEHERE . £ THISWHAEXENFE. BXEZER, 1527 Dell DR Series
System Command Line Reference Guide (Dell DR .S'er/es BEGpSITEEEF) -

About the DR Series System Maintenance Mode

In general, the DR Series system enters the Maintenance mode whenever the file system has encountered an issue that
prevents it from operating normally.

% 3E: In this release of the DR Series systems, you can use the Reason code information available in the Mainenance
mode to call Dell support. All maintenance must be conducted using the DR Series systems Command Line
Interface.

When in its Maintenance mode, the filesystem is in a read-only state, and the system runs the following maintenance-
based operations:

3¥: Whenever the DR Series systems enters or exits from the Maintenance mode state, all communication via CIFS,
NFS, RDA, or OST is lost.

* Runs aninternal filesystem check.

* Generates a filesystem status report (if the filesystem check finds no issues, the DR Series system switches
back to Operational mode without user intervention).

If the filesystem check finds issues, you can choose to make repairs (using Confirm Repair Filesystem) or ignore the
detected issue (using Skip Repair Filesystem), at which point the system switches back to Operational mode.

The Maintenance mode process displays a number of stages, indicated on the Maintenance Mode progress bar, which
include:

* Preparing for Filesystem Check
* Scanin Progress
* Completed Generating Report

% 3E: If the Filesystem Check detects any repairable files, it generates a Repair Report that identifies these
reported files. The Maintenance Mode progress bar halts at the Completed Generating Repair stage, and
remains in Maintenance mode until you click Confirm Repair Filesystem. The DR Series system does not
advance to the Switching to Operation Mode stage until the filesystem repair is completed.

* Switching to Operational Mode
* Operational Mode (Normal State)

The Maintenance Mode page provides the following information:

* Maintenance Mode Progress bar:
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- Displays the five stages of Maintenance mode
- Updates the progress bar as each stage completes

% E: If an alert displays above the Maintenance Mode progress bar, this indicates that the
filesystem check has completed, and it has generated a report on the repairable files (which are
displayed in the Repair Report pane under the Maintenance Mode progress bar). To repair all of
the reported files listed in the Repair Report, you must click Confirm Repair Filesystem.

* Repair Report:

- Displays a list of repairable filesystem files that were detected in the Filesystem Check.

- ldentifies the repairable files by Container ID, File/Inode/Directory location, and a brief reason for
failure.

- Provides a search capability that allows you to click prev or next to display the previous or next page in
the Repair Report, or lets you display a specific page number of the Repair Report by entering this
number in the Goto page and click go.

* System Information pane:

- System Name
- Software Version

Current Date/Time
iDRAC IP Address
*  Support Information

- Service Tag
- Last Diagnostic Run
- BIOS Version

% #: When in Maintenance mode, the DR Series system navigation panel displays the following options that are
links to display the correspond page in the DR Series system GUI:

* Alerts
* Events
* Health
* Usage

* Diagnostics
» Software Upgrade

Once the DR Series system enters Maintenance mode, there can only be two possible outcome states:

* Operational mode (Normal State): where the filesystem check was successful, and no system files need to be
repaired (Filesystem Check: successful).

» Maintenance mode has halted: where the filesystem check detected one or more repairable files (Filesystem
Check: unsuccessful).

Filesystem Check — Successful: when the Maintenance mode successfully completes all of its stages, the DR Series
system displays its status as having entered Operational mode (Normal State). Only after the Maintenance mode has
successfully completed its internal check can it return to an Operational mode.

To return to the Operational mode, click Go to Dashboard on the Maintenance Mode page options bar. Go to Dashboard
is only active when all of the internal system checks have completed and the progress bar indicates that all stages have
been completed.

3*: You may encounter issues when using data management agents (DMAs) such as NetBackup with expired
backup images when the DR Series system is in its Maintenance mode.
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% 3¥: When in Maintenance mode, image expiration fails because the DR Series system is in a read-only state. If this
occurs, the DMA assumes that the backup images have expired. However, the DR Series system administrator may
be unaware that the backup data images still reside on the DR Series system.

Filesystem Check — Unsuccessful: when the Maintenance mode halts at the Completed Generating Report stage, this
indicates that the filesystem check detected some repairable files, and listed them in the Repair Report pane on the
Maintenance Mode page.

To return to the Operational mode, click Confirm Repair Filesystem on the Maintenance Mode page options bar to repair
the files listed in the Repair Report. Confirm Repair Filesystem is the only active option you can select when the progress
bar indicates that some filesystem files are in need of repair.

About the DR Series System Support Mode

Generally, the DR Series system enters its Support mode only because of one of the following reasons:

* The filesystem has encountered an issue that could not be resolved by running the internal Maintenance mode.
* Some system processes failed to start properly.
* The system detected an unsupported configuration.

The Support mode puts the DR Series system into a state in which only the following tasks can be performed:

* Generating a DR Series system diagnostics file. For more information, see Generating a Diagnostics Log File.

* Upgrading the DR Series system software. For more information, see Upgrading the DR Series System Software.

* Installing a license for the data storage expansion shelf enclosure. For more information, see Expansion Shelf
Licenses and Installing an Expansion Shelf.

* Contacting Dell Support for technical assistance. For more information, see Contacting Dell.

3¥: Dell recommends that you generate a DR Series system diagnostics file whenever the DR Series system is in its
Maintenance or Support modes if one was not automatically generated.

When in the Support mode, the DR Series system displays the following alert message:

The server is currently in Support mode. To continue, you must contact Dell
Support at http://www.support.dell.com or contact your Dell support
representative.

11X DR Series &G R1E

THICIE, FETRIKHERY DR Series RGIRIER, RAEZNRMEREELNFEHITEIRE URSHMAE
ENARGHRELEEBSIHERDG.

83T B AP TR R G IRIERIBITRIE], AR RG TR, UESLIRIER DR Series R4 1tRE. AL, EA
AT KRG RIEHT R RHATESE):

© HiEEA (EEURT DMA)

© EHE

o SRR (ZEEYWD
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Creating a Cleaner Schedule

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk space from
system containers in which files were deleted as a result of deduplication. The best method is to schedule a time when
you can run the Cleaner on your DR Series system with no other planned processes running. Alternately, another
method lets the Cleaner process on the DR Series system run whenever it determines that there are no active data
ingests.

% 3¥: Even if no Cleaner schedule is set, but the system detects that there is disk space that can be reclaimed, the
Cleaner process runs. However, the Cleaner will not start until the following conditions are met: it detects that
there are no active data ingests, that two minutes of system idle time have elapsed since the last data file ingest
was completed, and that the Replication process is not running (the Cleaner process runs as a lower system
priority operation than the Replication process).

% 3¥: Running the Cleaner while ingesting data, reduces system performance. Ensure that you schedule the Cleaner
to run when backup or replication is not in progress.

% 3¥: The Cleaner Schedule page displays the current DR Series system time zone and current timestamp (using this
format: US/Pacific, Fri Nov 2 15:15:10 2012).

To schedule Cleaner operations on your system, complete the following:

1. Select Schedules — Cleaner Schedule.
The Cleaner Schedule page is displayed.

2. Click Schedule to create a new schedule (or click Edit Schedule to modify an existing schedule).
The Set Cleaner Schedule page is displayed.

3. Select (or modify) the Start Time and Stop Time setpoint values using the Hour and Minutes pull-down lists to
create a Cleaner schedule.

% 3¥: You must set a corresponding Stop Time for every Start Time set in each Cleaner schedule you create. The
DR Series system will not support any Cleaner schedule that does not contain a Start Time/Stop Time pair of
setpoints (daily or weekly).

4, Click Set Schedule for the system to accept your Cleaner schedule (or click Cancel to display the Cleaner Schedule

page).

ﬁ 3¥: To reset all of the values in the current Cleaner schedule, click Reset in the Set Cleaner Schedule dialog.
To selectively modify values in the current schedule, make your changes to the corresponding hours and
minutes pull-down lists to represent the Start Time and Stop Time you wish to set, and click Set Schedule.

The current Cleaner Status is represented in the Dashboard page in the System Information pane as one of the three
following states:

* Pending—displayed when there is any scheduled window set and the current time is outside the scheduled
window for the Cleaner operation.

* Running—displayed when the Cleaner operation is running during a scheduled window.

* Idle—displayed only if there is no Cleaner operation running during a scheduled window.

Dell recommends that you do not schedule the running of any Cleaner operations during the same time period when
replication or ingest operations will be running. Failure to follow this practice will affect the time required to complete
the system operations and/or impact your DR Series system performance.
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Supported Ports in a DR Series System

The following table lists the application and service ports found on a normally operating DR Series system. There may be
other ports that are not listed here, that an administrator may need to open and enable to support specific operations
across the network. Be aware that the ports listed in the following table may not reflect your specific network
environment, or any planned deployment. While some of these DR Series system ports may not need to be accessible
through the firewall, this information is made available when deploying the DR Series system in your own network
because it indicates supported ports that may need to be exposed.

#%. 9: Supported DR Series System Ports

Port Type

Number

Port Usage or Description

DR Series System Application Ports

TCP
TCP

TCP
TCP

TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP
TCP

20
23

80
443

131
9901
9904
9911
9915
9916
9918
9920
10011
11000

DR Series System Service Ports

TCP

TCP
TCP

22

25
139

File Transfer Protocol (FTP)—for transferring files.

Telnet—remote terminal access protocol for unencrypted text
communications.

Hypertext Transfer Protocol (HTTP)—unencrypted protocol communications.

HTTPS—combination of the HTTP with Secure Socket Layer (SSL)/Transport
Layer Security (TLS).

Hardware Health Monitor

Watcher

Configuration Server (needed for replication operations)
Filesystem Server (needed for replication operations)
MetaData Replication (needed for replication operations)
Data Filesystem Server (needed for replication operations)
Diagnostics Collector

Data path used for OST replications

Control channel (needed for OST operations)

Data channel (needed for OST operations)

Secure Shell (SSH)—used for secure logins, file transfers like SCP (Secure
Copy) and SFTP (Secure File Transfer Protocol)

Simple Mail Transfer Protocol (SMTP)—used for routing and sending email

SMB daemon—used for SMB protocol-related processes
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TCP 199 SNMP daemon—used by Simple Network Management Protocol (SNMP)
requests
TCP 801 NFS status daemon
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