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Preface

PS Series arrays optimize resources by automating performance and network load
balancing. Additionally, PS Series arrays offer all-inclusive array management software,
host software, and free firmware updates.

Audience

The information in this guide is intended for VMware vCenter administrators and PS
Series SAN administrators.

Related Documentation

For detailed information about PS Series arrays, groups, volumes, array software, and
host software, log in to the Documentation page at the customer support site.

Dell Online Services

You can learn about Dell products and services using this procedure:

1. Visit http://www.dell.com or the URL specified in any Dell product information.

2. Use the locale menu or click on the link that specifies your country or region.
Dell EqualLogic Storage Solutions

To learn more about Dell EqualLogic products and new releases being planned, visit
the Dell EqualLogicTechCenter site: http://delltechcenter.com/page/EquallLogic. Here
you can also find articles, demos, online discussions, technical documentation, and
more details about the benefits of our product family.

For an updated Dell EqualLogic compatibility list please visit the following URL:
https://support.equallogic.com/compatibility
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Revision Information
The following table describes the release history of this Technical Report.

Report Date Document Revision
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The following table shows the software and firmware used for the preparation of this Technical
Report.

Vendor Model Software Revision
Dell PS Series SAN 5.2 or higher, 6.x
VMware vSphere vCenter 50and 5.1
VMware vSphere ESX/ESXi 41',50and 5.1
Dell Virtual Storage Manager 35

Note: * vSphere ESX/ESXi 4.1 is supported when managed by vSphere vCenter 5.0 or above.

The following table lists the documents referred to in this Technical Report. All PS Series
Technical Reports are available on the Customer Support site at: support.dell.com

Vendor Document Title
Dell TR1076: Virtual Machine Protection with Dell EqualLogic Virtual Storage
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Executive Summary

This technical report is aimed at VMware™ and Dell™ EqualLogic™ PS Series
SAN administrators to guide them on the installation and usage of the Dell
Virtual Storage Manager v3.5. This technical report will focus on understanding
considerations around installation of VSM, and highlighting the functionality
that is provided by the Datastores Manager component of the VSM plugin.
Additional technical reports will cover the other feature of VSM.

Introduction

In today’'s Datacenters, customers are using VMware™ virtualization solutions
and Dell™ EqualLogic™ PS Series SAN storage to consolidate servers and
storage for better utilization, efficiency and ease of management. The
encapsulation of a Virtual Machine (VM) into a set of files increases both the
flexibility of data protection as well as the challenges of managing the
protection of all these virtualized assets. VMware utilizes a snapshot
technology within vCenter that can quiesce and help protect these VMs. Dell
has combined the intelligence of native point-in-time PS Series SAN snapshots
with these vCenter snapshots to provide a scalable and automated data
protection package for the virtual environment.

The Dell Virtual Storage Manager v3.5 (VSM) is the next generation of VMware
vCenter plug-ins that allows administrators to coordinate data protection and
recovery within their virtual environment. The Dell VSM is a virtual appliance
that is downloaded as part of the all-inclusive Dell EqualLogic software support
and can be installed into an existing VMware vCenter environment. VSM
contains many tools and capabilities that help VMware administrators gain
better control and functionality over their EqualLogic environment including:

. Datastores Manager - a tool to provision, expand, delete and monitor
EquallLogic Datastores across multiple EqualLogic groups.
. VSM Smart Copies and Replication - formerly known as Auto-Snapshot

Manager/VMware, this tool allows the creation of hypervisor-consistent
snapshots, clones and replicas for data protection and disaster recovery

. VDI Tool - a tool which coordinates SAN based thin cloning to provision
space efficient virtual desktops within a VMware View environment
. Dell EquallLogic VASA Storage Provider - a set of tools that allow vCenter

and the EqualLogic SAN to communicate for better storage awareness



Installation Considerations:

While the installation process for Virtual Storage Management v3.5 is
straightforward, to insure a smooth installation, there are a few considerations
that should be taken into account, and prerequisite that should be completed.

vCenter Server Managed IP requirement

The installation process for Virtual Storage Management v3.5 has been
significantly streamlined over prior versions, with most of the configuration
been done during the import of the VSM virtual appliance.

One of the settings that is populated automatically is the vCenter IP address.
This is pulled from querying the vCenter into which the VSM virtual appliance is
being installed, and is dependent upon the vCenter Server Managed IP address
field being populated, as shown below.

To verify, or set the vCenter Server Managed IP:

1. From the vCenter client file menu, click on Administration, then vCenter
Server Settings.
2. From vCenter Server Settings select Runtime Settings.

. y .
3. Verify or enter the vCenter Server's IP address in the vCenter Server
Managed IP field.
E
Select vCenter Runtime Settings
What are the unigue runtime settings for this vCenter installation?
Licensing These settings allow multiple vCenter Server instances to operate in a common
Statistics environment. Use caution when changing these parameters.
Runtime Settings
Active Directory [ Unigue ID
:‘:’I\;P wCenter Server Unigue ID: 50
Ports Requires manual restart of vCenter Server
Timeout Settings
I[-;;%:E:SSD“D"S —Managed IP Address
Database Retention Policy vCenter Server Managed IP: 10 .124 . & 240
S5L Settings Does not require manual restart of vCenter Server
Advanced Settings
—Name
wCenter Server Name: vCenter.Del-EQL.lab. local
Does not require manual restart of vCenter Server
Help Y cancel

4. Click OK to apply.



Protecting the VSM virtual appliance

Care should be exercised when selecting which datastore to host the virtual
machine that is the Virtual Storage Management appliance. While VSM can be
placed on a datastore that is being replicated or snapshotted by the array, it
should notbe placed on a datastore whose replication is being managed by
VSM or that is being Smart Copied by VSM. This is because of the quiescing that
is performed as part of these operations may disrupt the VSM while it is
managing the replication or Smart Copy task.

As VSM is an integral part of a visualized environment data protection strategy,
consideration needs to be given to protecting it. Use the vSphere High
Availability feature to provide continued availability of VSM in the event of host
failure. For more serious failures it may be necessary to re-install the VSM. The
critical data that VSM contains exists in an internal database, of which a locally
stored backup is automatically created daily. This database backup can be
accessed via the VSM's CIFS share, \\<IP Address or Hostname>\
database\dbbackup.sql, and should be copied or backed up to another location.
This database backup file, coupled with a newly installed instance of VSM, will
quickly restore a corrupted or accidently deleted VSM to a working state as
detailed below.

1. Install VSM following the instructions in Installation section of this
technical report.

2. Browse to the VSM's CIFS share, \\<IP Address or Hostname>\ database\
and copy in the backup copy of the database. The backup filename must
begin with dbbackup and have an extension of .sql.

3. Launch the VM console for the VSM virtual appliance and log into the

VSM console.

From the menu select Maintenance, and then Database Restore.

The console will then display all of the database backups in the backup

folder, select the appropriate backup and press enter. VSM will then begin

the process of restoring the database backup.

Note: Depending on the amount of data in the backup, it can take several

minutes for the restore to complete.

6. Once the database restore operation is completed, the state of VSM will
have been restored, include its knowledge and snapshots and replicas
that it created on the EquallLogic array.
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Connecting to the Storage Network

Virtual Storage Manager must communicate with vCenter and the EqualLogic
PS Series array, and if using the VDI tool, also with the VMware View server. The
default method for communicating with an EquallLogic PS Series array is the
Group IP; however the Group [P exists on the iSCSI network, which is often kept
isolated from the rest of the networking environment.

There are three options for enabling communications with the EqualLogic
group:

1. Create an exception in the router isolating the iSCSI network to permit
traffic from VSM to be passed.

2. Invirtualized environment, there is frequently a need for guest OSes to
directly access the storage. This is done to enable these guest OSes to
use tools such as EqualLogic Auto Snapshot Manager for Windows and
Linux to offer data protect to such applications as Exchange and SQL. In
such cases the design of the virtualized environment's virtualized
networking will include a VM network with access to the iSCSI network.

3. Enablement of the dedicated EqualLogic management network. This
enables access to the EqualLogic’'s array management functions, but
maintains the preferred isolation of the iSCSI network. For details on
enabling the management network see the About Dedicated
Management Networks section of the firmware’'s Group Manager
Administrator's Manual.

Note: Option 1 does not require a second NIC in the VSM. Option 2 does
require a second NIC in the VSM. Option 3 may require a second NIC in the
VSM depending on upon the environments network configuration.

See the section titled Adding a second NIC to the VSM in the Post-install
Configuration section.



Installation

The Dell EqualLogic Virtual Storage Manager v3.5 is delivered as a virtual
appliance packaged in an OVA (Open Virtual Machine Format - Archive). The
installation process is similar to that of other virtual appliances, with
administrator entering typical information such as Name and Location; several
additional properties are also requested that simplify and minimize the post-
install configuration of VSM.

During the installation process a number of key pieces of information are
required. The table below lists these:

Option

Description

Value

Name

Name for the VSM virtual appliance as it is
to appear in the vCenter inventory.

Inventory location

Specifies the datacenter within vCenter
that the VSM virtual appliance will reside,
and optionally an inventory folder”.

Cluster or Host!

Specifies the cluster and depending upon
the cluster’s DRS setting, the specific host,
that the VSM virtual appliance will be
deployed.

Resource Poolt

Specifies, if utilized, the cluster’'s resource
pool that VSM virtual appliance should
consume CPU and memory resource from.

Datastore

Location where the virtual appliances files
will reside. Optionally a VM Storage Profile!
can be assigned at this point.

Disk Format

A virtual machine’s disk, or VMDK, can be of
one of three types: Thick Provisioned Lazy
Zero, Thick Provisioned Eager Zeroed, or
Thin Provisioned. While a thick provisioned
format is recommended, it is not required.




Network Mapping | The VM network to connect the VSM's
network interface to.

Host Name The network name by which the VSM
virtual appliance is to be known by.

Time Zone The time zone of the environment in which
the VSM virtual appliance is located.

NTP Servers Comma-separated list of NTP servers that
can be synched with.

vCenter username | The username of the account with which
VSM will communicate with vCenter.

vCenter password | Password for the above user account.

Default gateway The default gateway used for network
access.
DNS Comma-separated list of DNS servers used

to resolve hostnames.

[P address The IP address to be used by the VSM
virtual appliance network interface.

Netmask The network mask to be used by the VSM
virtual appliance network interface.

1Depending upon the configuration of the environment, these settings may not
be required, or may not require user input.




Installation Process

1. From the vSphere Client file menu select File, and then Deploy OVF
Template.

r? vCenter.Dell-EQL.lab.ocal - vSphere Client

File |Edit View Inventory Administration Plug-ns Help
Mew 3
| Deploy OVF Template... |
Export 3
Report 4 % T g
Browse VA Marketplace... g
. WMz and Datastores and MNetworking
fint Ma »
FOBIERS Templates Datastore Clusters
Exit
Administration

2. Click on the Browse button, and using the Windows Explorer window
browse to the location when the OVA was downloaded or copied to.
Select the VSM OVA file and click Open. With the VSM OVA selected,
click Next to continue.
=1oix|

Source
Select the source location.

Source
OVF Template Details
Mame and Location
Host / Cluster
Resource Pool
Disk Format Deploy from a file or URL

|C:\J..lsers‘lplglyﬂn'!.Documents\,ISOnghball‘l,VSM—S.5.0.198.cj Browse. .. I

Enter a URL to download and install the OVF package from the Internet, or
spedify a location accessible from your computer, such as a local hard drive, a
network share, or a CD/DVD drive.

Properties
Ready to Complete

Help | =Back Mext = Cancel




3. The OVF Template Details page displays additional information of the
VSM virtual appliance. Click Next to continue.

4. The End User License Agreement, or EULA, is two pages long, with the
first pages been utilized to remind administrators of the requirement to
have the vCenter Server Managed IP field populated in vCenter Server
Settings. Click Accept to continue.

The second EULA page contains the End User License Agreement for the
Dell Equallogic Virtual Storage Manager. Click Accept to continue.
=lolx|

End User License Agreement
Accept the end user license agreements,

Source Accept license 2 of 2.
OVF Template Details
End User License Agreem«  [r) BN USER LICENSE AGREEMENT Ver, 1.3 -

THIS IS A LEGAL AGREEMENT BETWEEN YOU (EITHER AM INDIVIDUAL GR AN ENTITY) AND DELL
PRODUCTS L.P. OR DELL GLOBAL B.V. (SINGAPORE BRANCH), ON BEHALF OF DELL INC. AND ITS
WORLDWIDE SUBSIDIARIES AND AFFILIATES (COLLECTIVELY, Dell” OR "DELL"), WHICH GOVERNS
YOUR USE OF THE SOFTWARE. THE SOFTWARE SHALL MEAN COLLECTIVELY THE SOFTWARE
PROGRAM, THE ASSOCIATED MEDIA, PRINTED MATERIALS, ONLINE OR ELECTRONIC
DOCUMENTATION, AND ANY COPIES THEREOQF, TO WHICH THIS AGREEMENT IS ATTACHED OR
OTHERWISE ASSOCIATED (the "Software™ or "SOFTWARE). PLEASE READ THE TERMS AND
CONDITIONS OF THIS AGREEMENT CAREFULLY, INCLUDING, WITHOUT LIMITATION, ANY
SUPPLEMENTAL TERMS AND COMDITIONS APPEARING OR REFEREMCED BELOW, WHICH ARE
HEREBY MADE PART OF THIS END USER LICENSE AGREEMENT (COLLECTIVELY, "EULAT), BEFORE
DOWNLOADING, INSTALLING, ACTIVIATING ANDfOR OTHERWISE USING THE SOFTWARE. BY
EXPRESSLY ACCEPTING THESE TERMS OR DOWNLOADING, INSTALLIMG, ACTIVATING AND/OR.
OTHERWISE USING THE SOFTWARE, YOU ARE AGREEING THAT YOU HAVE READ, AND THAT YOU
AGREE TO COMPLY WITH AND TO BE BOUND BY THE TERMS AND CONDITIONS OF THIS EULA AND
ALL APPLICABLE LAWS AND REGULATIONS IN THEIR ENTIRETY WITHOUT LIMITATION OR
QUALIFICATION, IF YOU DO NOT AGREE TO BE BOUND BY THE TERMS AND CONDITIONS OF THIS
EULA, THEN YOU MAY NOT DOWNLOAD, INSTALL, ACTIVATE OR OTHERWISE LISE ANY OF THE
SOFTWARE AND YOU MUST PROMPFTLY RETURN THE SOFTWARE AND ANY HARDWARE TO WHICH
IT IS ATTACHED, AS DIRECTED BY DELL OR ITS RESELLER (IF APPLICABLE) FOR A FULL REFUMD.
IF YOU ARE AN INDIVIDUAL REPRESENTING AN ENTITY, YOU ACKNOWLEDGE THAT YOU HAVE THE
APPROPRIATE AUTHORITY TO ACCEPT THESE TERMS AND CONDITIONS ON BEHALF OF SUCH
ENTITY.

1 License. Subject to the terms, conditions and limitations of this EULA and timely payment

by you, Dell hereby grants you a limited, nonexdusive, nontransferable, non-assignable license,
without rights to sublicense, to install or have installed, display and use the Software (in object

code only) only on as many computers, devices andjor in such configurations as you are expressly
entitled (e.g., as set forth in the applicable Dell sales quote). The terms and conditions of this ELLA

will govern use of the Software and any upgrades, updates, patches, hotfixes, modules, routines
and/or additional versions of the Software provided by Dell, at Dell's sole discretion, that replace

andjor supplement the original Software (collectively, "Update™), unless such Update is

accompanied by or references a separate license agreement in which case the terms and conditions LI

<| o=
Help | < Back Next = | Cancel |
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5. Specify a name for the VSM virtual appliance; this is the vCenter display
name, and not the network hostname. Also specify the inventory
location, which datacenter and which inventory folder, for the VSM
virtual appliance.

FF Deploy OVF Template - | Ellﬂ
Mame and Location
Specify a name and location for the deployed template
Source Name:
QVF Template Details IDeII EqualLogic Virtual Storage Manager for VMware
End User License Agreement
Name and Location The name can contain up to 80 characters and it must be unique within the inventory folder.
Host / Cluster
Resource Pool
?ECL" =ree Inventory Location:
Disk Format
Properties B :\-'ICEnter_DeII-EQL. lab.local
Ready to Complete 8 ]—l KYNEI—
[ 2hr
@ Chuck
[ David
[J Discovered virtual machine
] Management
[} Pre-Fiight training
) SKYNET INF
@ Templates
[ vsM-clone-2012-10-02-15:13:50
[ Westmalle-Beta
1 win
Help | < Back | Next = I Cancel |
Y

6. Select the Cluster that the VSM virtual appliance will be located in.
Depending upon the cluster’s DRS setting it may be necessary to select
an individual host.

7. Also depending upon the cluster’s settings, there may be the opportunity
to select a Resource Pool for the VSM virtual appliance. Select the
resource pool and click Next to continue.



8. Select a suitable datastore where the VSM files will be located. Refer to
Datastore considerations and protecting the VSM virtual appliance for
considerations that should be taken into account when selecting a
suitable datastore.

[ Deploy OVF Template =10j x|

Storage
Where do you want to store the virtual machine files?

Source Select a destination storage for the virtual machine files:
OVF Template Detsils
. -
End User License Agreement VM Storage Profile: INE"-'E J
I‘-lame.andw Name | Drive Type | Capacity | Provisioned | Free | Type | stora |
L B ASMVETRD2-cl... Non-5D 200 TB 200.91 GB 196 TB VMFSS
Resource Pool
@ ASMVETRO3 Non-550 2.00 TB 981.00 MB 200 TB VMFSS
Storage
a datastorel Non-550 144.00 GB 22.77 GB 121.23 GB VMFS5
@ LinuxNFSTest Unknown 49,22 GB 911 GB 40,11 GBE NFS
a Local Datastor.. Non-530 292,00 GB 972.00 MB 291.05 GB VMFS55
@ MasTest? Unknown 3.00 GB 16.00 KB 3.00 GB NFS
skynet-highball Non-55D 1023.75 GB 57247 GB 598.64 GB VMFS5
a SKYNETVOLS Non-550 2.00 TB 345.69 GB 1.76 TB VMFS5
@ S5DSASEDG Non-550 19.75 GB 920.00 MB 18.85 GB VMFS55 -

™ Disable Storage DHS for; this virtual machine

Select a datastore:

Name | Drive Type | Capacit','l Provisioned | Free | Type | Thin Provi

1| | i

Help | < Back | Mext = I Cancel |
A

Depending upon the environment, business needs, and license
availability, there may be an option to assign a VM Storage Profile to the
virtual appliance. Click the drop down and select the appropriate Storage
Profile. Click Next to continue.

9. Select the Disk Format. Best practice is to choose a disk format of type
Thick be selected in all but test & development environments, however,
all formats are supported in production environments. Click Next to
continue.
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10. Select the appropriate VM network for the VSM virtual appliance to
connect to. If the network in the environment is configured so that the
EquallLogic array is isolated from this VM network, a second network
interface can be added later. See the section Adding a second NIC to
the VSM for more details. Click Next to continue.
=lolx|

Network Mapping
What networks should the deployed template use?

Source

OVF Template Details Map the networks used in this OVF template to networks in your inventory

End User License Agreement

Name and Location Source Networks | DestinationNetworks

Host / Cluster Management Network Mamt netwark 2 b
Resource Pool

ctor John vCloud =
=iorsas Mamt network 1

Disk Format Mamt network 2

iSCSI Guestl
iSCSI Guest2

Mamt Network 2 |
Westmalle-Beta i

Description:

Management network ;I

Help | < Back | Mext > I Cancel

11



11. On this page most of the settings that VSM will require are configured.
Refer to the Table XX for an explanation of each of the individual fields.
Complete the ones that are necessary for this environment and click
Next to continue.

=lolx|

Properties
Customize the software solution for this deployment.

Source
OVF Template Details -
End User License Agreement . =l
End User Llcensx? Agreement VSM Properties
Mame and Location
Resource Pool Hostname
Storage The hostname for the V5M appliance.
Disk Format IVSM—Ted"lRepcrt
Metwork Mapping
P"’Pe'ﬁ;ﬁ Timezone Setting
Ready to Complete The timezone for the YSM appliance.
IAmeriafNew_York j
NTP 5ervers
A comma-seperated list of NTP servers to use. Leave blank to disable NTP synchronization.
192.168. 1.10,192. 168, 1.20]

vCenter Properties

vCenter Username
The user account to be used by the V5M appliance.

administrator

vCenter Password
The password to be used by the VSM appliance.

Enter password Itttttttt

Confirm password |““““

Networking Properties
Default Gateway
The default gateway address for this VM. Leave blank if DHCP is desired.
192.168. 1.1

DNS
The domain name servers for this WM (comma separated). Leave blank if DHCF is desired.

|192.168. 1. 100

Management Network IP Address
The IF address for this interface. Leave blank if DHCP is desired.

|192.168.1.25

Management Network Netmask
The netmask or prefix for this interface. Leave blank if DHCF is desired.
|255.255.255.0

Help < Back | Mext > I Cancel |




12. This final page will display a summary of the settings chosen though the
OVF/OVA import process. Check the Power on after deployment
checkbox to have the virtual appliance power up once the import
process is complete. Click Finish to start the import process.

rF Deploy OVF Template

Ready to Complete

Are these the options you want to use?

I =3

Source

OVF Template Details
End User License Agreement
Name and Location
Host / Cluster
Resource Pool
Storage

Digk Format

Network Mapping
Properties

Ready to Complete

When you dick Finish, the deployment task will be started.

Deployment settings:

OVFfile:
Download size:
Size ondisk:
Name:

Folder:
Host/Cluster
Datastore:

Disk provisioning:
Network Mapping:

C:\Users\d_glynn\Documents\IS0shighball\wSM-35.0.1..
1.1GB

15.0 GB

Dell EqualLogicVirtual Storage Manager for VMware
SKYNET

SKYNET

skynet-highball

Thick Provision Lazy Zeroed

"Management Network" to "M Network"

v Power on after deployment

Property: vami.hostname = VSM-TechReport
Property: vamitimezone = America/New_York
Property: ntp.servers = 192.168.1.10,192.168.1.20
Property: veenter.username = administrator
Property: gateway = 192.168.1.1

Property: DNS = 192.168.1.100

Property: ip0 = 192.168.1.25

Property: netmask0 = 255.255.255.0

Help

< Back | Finish I

Cancel |

4

13. The import process will take several minutes to complete, depending
upon the network connection speed. Once the import is complete the
VSM virtual appliance will power on. The first boot of the VSM virtual
appliance takes several minutes as it completes a number of first boot
tasks, and registers with vCenter.

13



14. Once this has been completed the plugin can be enabled by selecting
Plug-ins from the vSphere Client file menu, click Manage Plug-ins, and
then right click on the EqualLogic Virtual Storage Manage entry and
select Enable from the context menu.

P [=TE

Plug-in Name | Vendor | Version| Status | Description |
Installed Plug-ins
[‘} ‘WMware vCenterStorage Mon... VMware Inc. 5.0 Enabled Storage Maonitoring and Reporting
[‘} | com.dell.EqualLogicVirtual 5. Dell Inc. 3.5.1... Disabled
[‘} vCenter Service Status VMware, Inc. 5.0 Enabled

Enable —

Copy to Clipboard  Ctrl+C
[‘} wCenter Hardware Status VMware, Inc. 5.0 Enabled Displays the hardware status of hosts
{CIM monitoring)

Available Plug-ins

| | l
Help Close |

Post-install Configuration

The above process of importing the VSM virtual appliance into vCenter requests
the majority of the configuration information; however, the VASA Provider
cannot be configured as part of the import process. It is also recommended that
the VSM password be changed from the default. The steps for both of these
tasks are covered below.

In some environment a second NIC may be required in order to communicate
with the EquallLogic array, this is also detailed below.

Configuring the VASA Provider

1. From the vSphere client right click on the VSM and select Open Console
from the context menu.

2. Log into the VSM console using the default credentials: username: root

and password: eql.

From the Setup menu enter 1 to select Configuration.

From the Configuration menu enter 3 to select Configure VASA.

Provide a username for the credentials of the account to be created for

the vCenter VASA Service and the EqualLogic VASA Provider to

communicate with, than press Enter.

u kAW

Note: This is not the same account as used by VSM for communication
with vCenter, but rather a unique set of credentials to be created for use
by the vCenter VASA Service and EqualLogic VASA Provider to
communicate.

14



6. Then enter a password for this account, press Enter, and then re-enter
the password for verification.

ASA provider service credentials
Enter wuszername: UASAuser
Enter password for WASAuser:
Re-enter password:

LASAuser

Proceed with these settings [yl? y_

Enter y to proceed with these settings.

7. The VSM VASA provider will then communicate with the VASA service on
the vCenter server, and the VASA service will register with the EquallLogic
VASA Provider on the VSM. This process will take approximately 2
minutes. Once complete the EqualLogic VASA Provider will be listed
under Storage Providers.

File Edit View Inventory Administration Plug-ns Help

:'1_-: £y Home b G, Administration b g StorageProviders b [} VCENTERPROD
Vendor Providers
Name | uRL | Last Refresh Time | Last Sync Time |
Dell Equallogic VASA Provider https:f/192.168.1.15/vasafservices/vasaSeni.. 12162012 9:21:19 ...  12f16/2012 5:00:25 AM |
Vendor Provider Details

Dell Equallegic VASA Provider

Provider Name: Dell Equallogic VASA Provider API Version: 1.0

Provider Status: online Default Namespace: DelEquallogic
Provider Version: 1.1.0.531

Supported Vendor IDs | supported Model IDs |
Dell Equallogic Dell Equallogic PS Series

8. The vCenter Client will display a datastore’s Storage Capability
information.

Storage Capabilities

Refresh
System Storage Capability: RAID, SNAP,.. (]
User-defined Storage Capability: MfA Storage Capability Details x
Mame: RAID, SNAP, REPLICATED
Description: Homogeneous RAID type, snap spacereserved, replication configu..
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Changing the root account password

It is strongly recommended to change the root password from the default. To
do so follow the following steps:

1.

From the Configuration menu enter 4 to select Change root password.

2. At the prompt enter the new password, and then press Enter.
3.
4. The password will now be changed, press Enter to return to the main

Re-enter the password to verify, and then press Enter.

setup menu.

Adding a second NIC to the VSM

In the majority of environments a second NIC is not necessary; however, in
some cases an additional NIC is necessary due to the subnet layout or security
requirements. The steps for adding this second NIC using the vSphere client are
covered below.

1.

2.

Complete the install process of the VSM as described in the Install Guide
as normal.

From the vCenter client click Home and in the Solutions and
Applications section click on Dell EqualLogic Virtual Storage Manager.
Click on the VSM Properties icon in the toolbar. Image?
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4. Click on the Storage Network tab, and populate the following fields:

a. Check the Enabled checkbox.

b. From the Network Connection dropdown menu, select the
appropriate VM Network for communicating with the EquallLogic
array.

If using DHCP check the Use DHCP checkbox, otherwise, enter in
the static IP Address and appropriate Netmask.

@ cConfigure VSM Properties x|

@' Changes may require a shutdown and power on of the ¥YSM appliance in order to take effect.

0

VSN Netwarking Storage Network vCenter View Manager Advanced

Enablz this network For access to a PS Series Group that is nok accessible via the Management network,
Enabled

* Mebwork Connection: | Mamt Netwark 2w |

[]Use DHCP
* IP Address: 172.16.25.20 * Metmask: [255.255.0.0
Addiional Rowee: [ ] Gateway: |172.16.25.1

1P address and route prefix
fex. 192.168.9.0/24)

|g~fOK||2{Cancel|

Note: Depending on how the network is configured, some
environments may require the use of an Additional Route or a
Gateway [P address.

Click OK to continue.

5. VSM will then start the process of reconfiguring the virtual appliance.
Once this is complete a reboot is required before the new NIC can be
used. Click Restart Now to continue.

VSM Restart Required P

& The ¥5M appliance requires a shutdown and power on for changes made to the YSM Properties to take effect.
After rebooting the VSM server you will also need to restart the vSphere Client.

Do you want to restart the VSM server now?

| Restart Mow || Restart Later |

6. Once the reboot is completed VSM will be able to communicate with the
EquallLogic arrays on the newly added network.
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Virtual Storage Manager Overview

This section will discuss the features that are provided by the Datastores
Manager part of Virtual Storage Manager, as well as the EqualLogic VASA
Provider. For information on protecting your virtual environment with Smart
Copies or Replication see TR10/6 Virtual Machine Protection with Dell
Equallogic Virtual Storage Manager v3.5.

Datastores Manager Overview

The Datastores Manager feature in VSM enables a central point from where
vCenter administrators can get a single graphical and informational overview of
the status of their EqualLogic-backed datastores. They can quickly ascertain the
amount of free space available, the percentage of snapshot space being
consumed, and the status of replications, along with several other metrics, as
shown in the screenshot below. This enables vCenter administrators to verify
that state of their EqualLogic-backed datastores, and quickly return to other
duties.

From the VSM Datastores Manager interface the following tasks can also be
performed to further ease the vCenter administrators’ workload:

Create a datastore or multiple datastores

Increase the size of an on existing datastore

Delete a no longer used datastore

Create an ACL policy, either from an existing datastore, or from scratch
Change the ACL policy assigned to a datastore volume

Create a Smart Copy of a datastore

Configure a datastore for replication

Configure a schedule for the regular creation of Smart Copies or Replicas
Enable Synchronous Replication for a datastore

18



Launching VSM

Once the VSM appliance is installed and running in the environment there will
be a new icon under the Solutions and Applications area from the Home screen
in the vCenter Client.

Management
............ ) .-'_‘} @
L A = 2’43 29 ._
_("j i - |-—i/ A
Scheduled Tasks Events Maps Host Profiles VM Storage Customization
Profiles Spedfications
Manager
Solutions and Applications
Dell EqualLoagic
Virtual Storage
Manager

This will launch a login dialog box. Log into VSM with credentials that have
vCenter administrative access privileges.

IJE,J Log In E'

Enter YMware vCenter credentials:

Usernare: |a-:|ministrab:nr |

Passwiord; | ““““ |

|qﬁ? DK”}:{ Cant:el|
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Once logged into the VSM the main landing page is presented. From this
screen all of the tools and features within VSM can be accessed.

(2 SKYNETVC.SKYNET.lab.local - vSphere Client

Fle Edit View Inventory Admiistraton Plugins Help

Ed @ rome b &3 Solutions and Appications b [ Virtual b [ SKYNETVC,SKYNET.Jab Jocal &) Search Inventory Q

cerudE | aaDo i
By —

Smart Copies Getting Started Smart Copies

- Datastore Folders

£ AswvER
1 Datestores

- SKINETTemplates e | Managed object Schedule [5C5T targets | Memory dump
5 7 W Folders SKYNETTemplates (2012-03-05 09,26:07) ) SKYNETTemplotes inchuded ves

1 1078

& croups

B3 Datastores =
Smart Copy: SKYNET Templates (2012.09.05 09:25:07)

S Vraaerory Snort opy s
& Replication | Mansged object 7| datastores
SKYNET
|| scheduled Tasks - vm
Rk
VDI Tool = chuck
(3 crwmis SKNETYOLS
&0 David
=0 John véloud
p— = B v
& Templates
Crete SmartCopyofDatastore o = S
Create Smart Gopy of Vi1 folder: TR1076 (5 5IM FARM Template SKNETTemplates
Done - Successful (51 w2kBR2 Templats SKYNETTemplates
Create Smart Copy of VM folder; L (0 wokaRzspl Template SKYNETTemplates
Done - Failed 4 () UATBASPY Template SKNETTemplates
Creste Smart Copy o Datastore L () Wind-temp SKYNETTemplates
J o
Recent Tasks Name, Targetor Status contains: = [ x
Name Target Status Details Tnitiated by Requested Start Time_~ | Start Time Completed Time

7 Tasks @ Alarms Administrator

1 List of commonly used toolbar shortcut icons.

2 Main object pane for the particular VSM tool currently in use.

3 Tool buttons to launch any of the management tools inside VSM.

These can be minimized to small icon buttons.

The VSM Recent Tasks pane.

This information pane area will show more information about the

individual object selected in the object pane, 2, including a Getting

Started tab with common functions and a more detailed tab showing

context aware information for the selected object.

6 More detailed information based on the selection highlighted inside
the information pane, 5.

(G2 NN
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Connecting to Equallogic storage

Once the installation and configuration of VSM is completed, it needs to be

connected to the EquallLogic storage supporting the virtualized environment.

VSM v3.5 supports managing multiple EqualLogic groups. This capability
enables additional capabilities such as:

e End to end management of SAN based replication
e Storage Recovery Replica
e Low cost disaster recovery

The steps for connecting to an EqualLogic group or multiple groups are
covered below.

1. From the main object pane select Groups.
2. From the Groups Getting Started tab click on Add PS Series Groups.

3. In the Add PS Series Group wizard enter in the EqualLogic group’s Group

Name or IP, and a username and password with group administrator
privileges. Click Add to continue.

@ Add PS Series Groups...

Group Mame/ IF:
[10.124.192.155

x|

* User Mame: * Password:

| |grpadmin

| _ﬁ’ Clear | ||

Password

Validate Group

User Mame
grpadrnin

Group Namey IP
10.124.192.154
10.124.192,155

grpadrnin

|JOK||22Cancel|

4. Repeat step 3 for each Group that is to be managed from this VSM, then

click OK to continue.

5. VSM will connect and log into each of the groups, and begin to populate

VSM with information about the groups.

VSM can now be used to manage these EqualLogic groups, enabling the
creation of datastores, and the protection of virtual machines through
SmartCopy Snapshots and SmartCopy Replication.
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Create a datastore or multiple datastores

Creating a new datastore and its associated volume can be initiated either from
the Host and Clusters view by right clicking on a particular cluster or host in
the datacenter, or by clicking on the Create Datastores icon in VSM. Right
clicking on a particular cluster or host skips the Target Hardware Resource
step in the wizard.

1. From the EqualLogic VSM screen, click on the Create Datastore icon.
In step 1 of the wizard, enter the datastore prefix to be used, and select
the inventory location in which to place the datastores. It is only
necessary to select the datacenter, but there is the option to add the
datastore to an existing datastore folder or datastore cluster if desired.

2.

Note: When creating multiple datastores the datastore prefix will be
suffixed with a two digit number starting at O01. If a volume of that name
already exists, the next higher number will be used.

Step 1 - Naming & Leocation

@ Create datastore pool

Datastore NHaming

Datastore names will be generated from a base prefix and a unique index
that will be attached to the end of the datastore name.

* Datastore name prefix: | TechReportDemo

Inventory Location
Specify inventory location For provisioned datastores:

(57 vCenter Server 10.124.6.240
=-F

&[] ASMVETR

\G‘ Gold

- Siver

£ ‘Next® |

| $¢ cancel |
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3. Instep 2, select the File System to be used; VMFS-3, VMFS-5 or NFS. If
VMFS-3 is select, the option to select the File System Block Size will be
presented.

x

Step 2 - File System Properties

File System Version

Select YMFS-5 option to enable additional capabiities, such as 2TE+suppart.
YMFS-5 is nat supparted by hosts with an ESX version alder than 5.0,

Select YMFS-3 option if the datastore will be accessed by legacy hasts,

File System Block Size

The black size determines the minimum amount of disk space that any File will take up.
It also determines the maximum size of files on the dataskore, This option is only For WMFS-3 wersion.

Block size:

|@Bad<HNext»| v |xaanml|

4. In step 3, select the cluster or individual host the datastore is to be
associated with.

x

Step 3 - Target Hardware Resource

Hardware Location

Specify the target host or cluster, that wil be using provisioned datastores.

Hardware Resaurce selection must be within the same hierarchy as Inventory Location,
All hasts in the specified hardware resource will be able to access new datastores:

(5! vCenter Server 10.124.6.240
&

SKYNET
) vCloud-Sandbox

av

Cluster: SKYNET 1
Configuration: unknown
Health status: good

Number of hosts: 2

Number of CPU cores: 15

Total CPU resources: 38 GHz

Total memory: 131052 MB

Groups tekmiktiab-10Gb =

|@BackHNext»| V4 |}Xcanr.el|




5.

In step 4, select from the dropdowns into which EqualLogic PS Series
group and pool the volume(s) should be created.

Enter the number of datastores to be created as well as their size. With
vSphere 5.0 datastores greater that 2TB can be created, without the use
of extents. Note: The maximum EqualLogic volume size is 15TB.

Select if the datastores are to be thin provisioned, and if so, whether the
VMware VAAI primitive Thin Provision Stun is to be enabled. For more
information on VMware Thin Provision Stun see EqualLogic technical
report TR1066: Advanced Storage Features in VMware vSphere.

Finally, select the size of the snap reserve space. This is additional space
that is reserved from the free pool space for the storage of volume
snapshots. By default it is set at a conservative 100%, but can easily be re-
sized at a later point in time if a different amount of reserve space is
required to store the desired number of snapshots.

The table at the bottom of this wizard step will reflect the changes in
space consumption the new datastores will require in the selected pool.
]

Step 4 - Sizing & Poel Capacity

ion PS Group
Choose a PS Group that is configured For the selected resource SKYNET.

Target PS Group; | tekmitiab-10Gb ~ | [ @ Refresh |
Storage pool: | default - |

Datastore Size and Amount

# Number of provisioned datastores: EI

Size of datastore volume: | 6B« | ¢ 1.3 GB, Ma: 15 TB)

Create thin provisioned volumes [] Enable YMware thin provision stun

* Snapshat reserve: ‘IDD | % of datastore size

Storage pool default

|<§Ead<HNExt®| |_/=':'| |§2Cancel|
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6.

In step 5 the Access Control List (ACL) for the datastore volume is set.
The ACL is what is used to control which initiators can access the
datastore volume. There are two options here for assigning the ACL: the
first option is to have VSM auto-generate the ACL using the iSCSI IQN for
all the initiators selected in Step 3 of the wizard. However, as an
EquallLogic ACL list is limited to 16 entries, this may not be sufficient in
some environments. The second option is to use the ACL Policy
Manager. ACL access policies can be defined and saved in the ACL Policy
Manager for future use, thereby reducing the opportunity for error when
assigning the ACL.

For more information on the ACL Policy Manager see the section
Creating an ACL policy.
]

Step 5 - Access to EqualLogic velumes

Access Control
() Auto-generate ACL records for all initiators in resource pool {maximum 18)
(3) Use an existing ACL policy below. You can create one by dicking the Manage ACL Policy button.

CHAP-default - ‘ |} Manage ACL Policies...

ACL Policy Detail

* Policy name: |CHAP-default

iSC5l Access Control Entries

CHAP user < | 1P address ISCSI initiator
shynet * *

The access control records For Equallagic volumes are required For secure access by ESY
servers, Access control records can be based on CHAP user name or initiator IP mask.
They can also be auto-generated based on IGH strings of initiators in the resource poal.
Maote that the macimum number of generated ACL records is imited by 16,

|€BadsHNext»| v |gchn;a||
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7. Step 6 provides the opportunity to configure replication based data
protection for the datastore. This topic is covered in detail in EqualLogic
technical report TR1076 Virtual Machine Protection with Dell EquallLogic

Step 6 - Replication

Virtual Storage Manager v3.5.

Replication Type

(%) Ho Replication () Smart Copy

k|

ized Repli

This page allows for the configuration of replication. Mo replication is configured by defautt.

Below are the rules for each replication type. There is also an indicator for each rule of whether
the rule is being met.

Smart Copy Replication:

« The selected PS Group must have at least 1 VSM managed (ocal or remote) PS Group partner configured

Synchronized Replication:
« The PS Group must contain at least 2 pools
+# Each PS Group member must be at least version 6.0.0
« Snapshot Reserve must be 5% or greater

Cosl(iens] |-

‘ 4% cancel ‘

8. Step 7 is the final step in the Create Datastore wizard, and it displays a
summary of the options chosen. Click Finish to initiate the task for VSM
to create the datastores and the volumes backing the datastores.

9. The status of the create datastore task can be observed in the VSM
Recent Tasks pane in the lower left corner of the vSphere client. For

more details on the task status clock on the Open Tasks button.

Show Jobs: | All jobs

- /(¢

X

Job Status
@ Provision new datasto. ..
@ Delete datastore: willk, .,
@ Delete datastore: wilk, .,
@ Clone abject from Sm...
@ Create Smart Copy of... (D) Success
@ Delete &l Smart Conie.. (2 5,

\) Success
\) Success

P Running {25%:)

L? Completed with ...

Start Fime: = | End time:
104312 3:39:03 PM
10/3[12 30509 PM
10/3/12 3:03:50 PM
10/2/12 2:48:26 PM
10/2/12 2:05:33 PM
1002112 1:58:56 PM

10312 3:13:12 PM
10/312 3:08:09 PM
10/212 2:57:53 PM
10/2{12 2:11:09 PM
10102112 1:50:45 PM

N

JobTasks {_ Job Rasulls

aw

Task
&7 Create volumes
&7 Rescan hosts

Status Details
() Success Created 3 of 3 volumes

| Running [ | Rescan hosts

& Create datastores (.2) Pending Creating datastores
7 Move to datastore folder (.2} Pending Maving ko datastore Folder
| 32 close |

10. Once the task is completed the datastores will be displayed in the VSM
Datastore pane, and available for use within the vSphere environment.
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Increase the size of a datastore

Virtual environments are in continuous flux, reflecting the ever-changing
demands of the businesses they support. What is expected from storage often
shifts from day to day, and the EqualLogic PS Series array architecture is
designed to continuously balance the workload among several arrays. For more
information on the Equallogic load balancers see 7R1070: EquallLogic PS Series
Architecture: Load Balancers.

Performance is not the only storage requirement that shifts over time; often the
capacity requirements of a datastore can change over time as well. VSM
enables the task of increasing the size of a datastore to be completed in a
minimal number of steps.

1. From the VSM datastore screen, right click on the datastore to be resized
and select Resize Datastore form the context menu.

3 TechReporkmessani _—
& TechRepo Refresh Data
B TechRepo
B westmalle

Create Smart Capy...
Create Schedule...

Resize Datastore. ..

Delete Datastore

Change ACL palicy...
Create ACL from Volume...

Configure Replication. ..

Enable SyncRep...

2. Change the size of the datastore volume to the desired new size.
Optionally, the datastore’s volume snapshot reserve percentage can also
be altered at this stage.

Click Ok, to start the resize task.

Note: It is only possible to increase the size of a datastore.
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x
Datastore: TechReportDemo01 in group tekmktlab-10Ghb

volume

‘fou can increase datastore capacity by increasing size of the datastore volume,
Current capacity of datastore is 749,75 GE

Size of datastore volume: | 1024 | GE - | (Max: 15 TB)

space

If new snapshat reserve is less than current use, some snapshots will be deleted,
Current snapshot reserve is 75 GB

Snapshot reserve: % of datastore size

@I Snapshot reserve 102.41 GB

r Storage pool space utilization

Storage pool default

|\~/OK| |XCanoeI|

3. At this stage a warning message dialog box will be displayed. It is
recommended that prior to performing a resize operation that a Smart
Copy of the datastore be created. This enable returning to the original
datastore size in the future if the wrong datastore was selected, or
should anything negative occur during the operation.

To create the Smart Copy click Yes once the Smart Copy has been
completed, run the Resize Datastore wizard again. To continue with the
Resize Datastore operation click No.

warning x|

Before changing the size of a datastore, it is recommended that vou create
a Smart Copy of the datastare if you have not done so. Then restart the Resize
Datastore Yolume wizard after the Smart Copy job is done successfully,

D ywou want ko quik this wizard and start the Smart Copy wizard now?
By clicking o', the wizard will continue the resizing operation,

=1 x» ]

4. VSM will then complete the task of increasing the size of the volume on
the array, and increasing the VMFS partition on the volume, resulting in
additional capacity being available on that datastore.
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Deleting a datastore

Occasionally, datastores need to be deleted from the virtual infrastructure.
Typically this involves a number of steps in vCenter, followed by some steps on
the array. VSM reduces this to just a few clicks from within vCenter.

1. From the VSM datastore screen, right click on the datastore to be deleted
and select Delete Datastore from the context menu.

If there are any virtual machines registered on that volume, the option to
delete the datastore will be grayed out, and unavailable.

B3 TechRen. _F'. ¢ och Data — 3
ﬂ W'eskmall, Firesn La
B willhellont Create Smart Copy...

E willhello0z Create Schedule. ..
B willstestd.
ﬂ willskeskd, Resize Datastore. ..

Delete Datastore

Change ACL policy...
Create ACL from Volume. .. |

B e e

Configure Replication...

| = Enable SyncRep...

2. A verification dialogue is displayed next, with the reminder that the
deletion of the datastores volume will also cause the deletion of any
Smart Copies or Smart Replicas that were based on this datastore.

Check the Destroy xxGB of data? check box and click Yes to start the
task.

@ pelete datastore: TechReportDemo03 x|

Are you sure you want to delete datastore TechReportDemo03 ?

This operation will permanently delete all the files on this datastore. The deletion will also
invalidate any SmartCopy or SmartReplica that contains this datastore and prevent recovery
of the Virtual Machines from these SmartCopies or SmartReplicas.

[ pestroy 749.75 GE data? 1t is not reversible.|

|J —::||}‘,‘2No|

3. VSM will perform all the necessary tasks within vCenter to unmount the
datastore from all hosts which access it, log the iSCSI initiators out, and
then delete the datastore volume from the EqualLogic array.
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Creating an ACL policy

Access to iSCSI volumes is restricted through the use of an Access Control List
or ACL for short. An ACL record entry consists of a CHAP user, an IP address, or
an iSCSI initiator’s IQN string. Depending on the ACL type chosen, the
configuration of the environment and the number of hosts accessing the
volume, more than one ACL record maybe required.

Creating an ACL Policy in VSM ensures a reduction in ACL configuration when
new datastore volumes are created, as all that is required to set the ACL on a
new datastore volume, or change it on an existing datastore volume, is to select
the appropriate ACL from a drop down list.

Explanation of different ACL types:

CHAP user name: CHAP authentication, which uses a CHAP account on the
array or on a RADIUS server, can provide an administrator flexible yet secure
means of restricting access to a volume. One CHAP ACL record entry can be
used to permit all the hosts in a vSphere cluster access to a volume, by
configuring each host with the same CHAP account. When additional hosts are
added to the cluster, it is only necessary to configure CHAP on the initiator; no
changes need to be made on the array or volume to grant access.

IP address: When using IP address ACL records it is necessary to create an
entry for each VMkernel Port that is bound to the software iSCSI initiator or for
each iSCSI HBA in the hosts that require access to that volume. While it is
possible to configure an IP address with wild cards, eg 192.168.10.*, this practice
is strongly discouraged as it is not secure, as any initiator routed to that subnet
can access the volume, including non-ESXi initiators.

iSCSI initiator name: When using the iSCSI initiator name (IQN), it is necessary
to create an entry for each initiator in each of the hosts that requires access to
that volume. For hosts where dependent or independent HBAs are used,
multiple ACL records will be required as each HBA in the host will have its own
unique IQON.

Note: Only 16 ACL records can be create on any individual volume. Future
growth of the vSphere cluster should be considered when selecting an ACL
Policy.
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Creating a new ACL policy

1
2.

3.

4,

5.

Click on the Manage ACL Policy button in the VSM toolbar.
Click on the Create button.

x

- b @ Create @ E’
MNewACL _

skynet
What is an ACL Policy and an i5SC5I Access Control?

Users can create named ACL palicies with multiple iSCSI access control entries. The policy may be applied later to datastores, datastore
folders, dusters and VDI pool settings. A policy can be reused and shared so users don't have to input the same access control entry
multiple times. The maximum number of iISCSI access control entries for each ACL policy is 16.

Provide a suitable name for the new ACL Policy, and then click Add.
x|

& ACL Policies
il NewACL
ﬁ Skynet

ACL Policy Detail

* Palicy name: |Ted’1ReportACL\ |

i5C5l Access Control Entries

CHAP user o | 1P address [iscsT initiator @ add
<nong > Modify

Enter the appropriate ACL record, and click OK.
x|

Authenticate using CHAP user name:

[TechReportcHaP |

[ Limit access by IP address (asterisks allowed):

[ Limit access to iSCSI initiator name:

| |

If the ACL Policy requires multiple ACL records, click Add again and
repeat steps 3 and 4, until the policy has all the ACL records required.
Remember, if using IP address ACLs to include the IP address of each
VMkernel Ports on each host, or if using IQN ACLs to include the IQN of
each HBA. On hosts with dependent or independent HBAs the IQN of
each HBA used must be included in the ACL.
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6. Once the ACL Policy is complete click Save.
x|

&# ACL Policies
il NewACL
ﬁ skynet

ACL Policy Detail

* Palicy name: |TechREpcrtACL |

iSCSl Access Control Entries

CHAP user - | 1P address | 15T initiatar @ add
TechReportCHAP Ed Ed @ Madify
€ Delete

7. To exit the ACL Policy Manager click on the X in the top right corner of
the dialog.

Creating an ACL policy from an existing datastore volume

In an existing environment there is likely to be existing datastore volumes that
have a suitable ACL that an ACL Policy can be copied.

1. From the VSM datastore screen, right click on the datastore with the
suitable ACL, and select Create ACL from Volume.

B TechReportDe-—-o o - b
B TechReportDe Refresh Data =
Bl westmalle-bet Create Smart Copy... el

Create Schedule...

Resize Datastore. ..

Delete Datastore

Change ACL palicy...

Create ACL from Volume. ..

Configure Replication. ..

Enable SyncRep...
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2. Provide a suitable name for the ACL Policy, and then click Ok.

ACL Policy Detail

* Policy name: |CloneFromDa‘ﬁstore_TemReporﬂ:lemo

i5CSl Access Control Entries

CHAP User ~ | 1P address | 55T initiator
skymet &3 =

Existing ACL Policies can be edited and deleted from the Manage ACL Policy
page. However, editing or deleting an ACL Policy does not alter the ACLs on
datastore volumes that used that ACL Policy. Only newly created datastore
volumes will receive the changed ACL Policy.

Changing the ACL on an existing datastore

1. From the VSM datastore screen, right click on the datastore with the
suitable ACL, and select Change ACL Policy.

E TechRepoptrerss & Ll Ealeald_algp
B Locslpats  RefreshData

ﬁ synctestl Create Smart Copy...

B willhellanz Create Schedule, ..
B AsMYETR

B A5MVETR Resize Datastore...
ﬁ synctestd Delete Datastore
B datastore

TSR Changs ACL policy... _

E willskeskda Create ACL from Volume...

ﬂ Westmalle
3 ASMVETR
i willhelloo1 Enable SyncRep...

Configure Replication. ..




2. Select the desired new ACL Policy from the drop down menu. The
details of the ACL Policy are displayed. Click Next to continue.

|

i5C5I Access to EqualLegic volumes

i5CSl Access Control
() Auto-generate ACL records for all initiators in resource poal {maximum 16)

(%) Use an existing ACL policy below. You can create one by dicking the Manage ACL Policy button,

Skynet - | [ Manage ACL Polices...

[NewACL
[TechReportACL
O

iSCSl Access Control Entries

CHAP user < | 1P address iSCSI initiator
skynet E3 o

The access contral records for Equallagic volumes are required for secure access by ESE
servers, fccess control records can be based on CHAP user name or initiator IP mask,
They can also be suta-generated based on IQN strings of initiatars in the resource poal.
Mote that the maximum number of generated ACL recards is limited by 16.

€ ‘ Next 3 ‘ v 4 | 32 Cancel |

3. On the Summary page, review the setting changes, and click Finish.

Note: Care should be taken when changing the ACL on an existing
datastore volume. An error in the new ACL would lead to hosts no longer
having login rights to the volume. Such an error would not be imminently
apparent as existing sessions would not be impacted; only newly created
sessions or sessions that are moved as part of a load balancing operation
would be impacted.
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VASA Provider

Included with the EqualLogic VSM virtual appliance is the EqualLogic VASA
Provider. VASA (VMware APIs for Storage Awareness) is a set of APIs that enable
vCenter to communicate with the virtual environment's underlying storage.
This non-SCSI communication with the EqualLogic array enables vSphere to
learn the capabilities of each datastore volume presented to the virtual
environment. These datastore volume capabilities are displayed in a number of
locations in the vSphere Client interface, providing virtual administrators with
valuable information about their storage infrastructure.

VSM displays these datastore volume capabilities in the Datastore section of the
plug-in, in the System Storage Capability column, as shown below.

Storage Capabilities

Refresh

System Storage Capability: RAID, SNAP,.. (1
User-defined Storage Capability: NJA Storage Capability Detais ®
Mame: RAID, SNAP, REPLICATED

Description: Homogeneous RAID type, snap space reserved, replication configu..

Name, Target or Status contains: ~ I

| Initiated by | vCenter Server

I v

While the capabilities of VASA described thus far do not require a particular
vSphere license, there are two vSphere features that leverage this information
from VASA that do require Enterprise Plus licensing. These features are Profile-
Driven Storage and the Storage Distributed Resource Scheduler.

Profile-Driven Storage uses this VASA-provided information to ensure that
virtual machines reside on datastores that meet that virtual machine’s needs.
An administrator can create various Storage Profiles that reflect particular data
protection needs. When a virtual machine is created, the administrator can
select the Storage Profile that meets the requirements of the virtual machine,
and place the virtual machine on a datastore that provides these capabilities. If
the virtual machine is later migrated to a datastore that does not meet the
Storage Profile, or should the capabilities of the datastore change so as to no
longer meet the Storage Profile, the virtual machine will fail its storage profile
compliance check. This compliance status can be seen on the individual virtual
machine’s summary page, and on the VM Storage Profile for all virtual machines
assigned a Storage Profile. Profile-Driven Storage through the use of the
EqualLogic VASA Provider enables administrators to place virtual machines on
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the right datastore, and quickly ensure that virtual machines continue to reside
on a datastore that meet their needs.

Storage Distributed Resource Scheduler, (“Storage DRS’) applies VMware's
CPU and memory resource management concept and applies them to
datastores. Similar to VMware's traditional DRS capability, Storage DRS groups
datastores with like performance characteristics into a Datastore Cluster. When
a virtual machine is deployed, it is not deployed to a particular datastore, but
rather to a datastore cluster. Storage DRS determines on which datastore to
place the virtual machine, based on space utilization and I/O load. Like DRS,
Storage DRS continuously monitors the cluster’s space utilization, and the I/O
load (using Storage /O Control). Should space utilization or I/O response time
thresholds be exceeded, or, if there is a significant difference in space utilization
among the datastores within the datastore cluster, Storage DRS will seek to
relocate a virtual machine using Storage vMotion.

However, while Storage DRS is aware of which datastores are involved (and
therefore which volumes) it is not aware of where in the EquallLogic storage
these volumes exist. Therefore prior to initiating a Storage vMotion action on a
virtual machine, Storage DRS will consult with the EqualLogic VASA Provider. It
queries to find out whether the migration of the virtual machine and its
workload would benefit the overall [/O workload distribution of the EquallLogic
array. If the migration will not result in an improvement in the distribution of
the I/O workload (for example if the volumes involved reside on the same PS
Series group members) the EqualLogic VASA Provider will inform Storage DRS
not to perform the migration. Conversely, if the EqualLogic VASA Provider
agrees that the migration will result in an improvement in the distribution of I/O
(for example if the volumes involved reside on different PS Series group
members) the Provider will approve of the migration request. In this case,
Storage DRS leverages Storage vMotion to move the virtual machine and its I/O
workload to the selected datastore.

In another parallel to VMware's classic DRS feature, Storage DRS has the
concept of maintenance mode. When a datastore in a datastore cluster is
placed in maintenance mode, the virtual machines and VMDKSs residing on the
datastore are moved to other datastores within the datastore cluster via Storage
vMotion. Storage DRS will ensure that the I/O workload and space utilization
remains balanced across the remaining datastores not in maintenance mode.

Storage DRS also has a placement constraint rule that is enforced during
migrations. The first option, enabled by default, is the “Intra-VM VMDK affinity
rule” which keeps all of a specific virtual machine’s VMDKs together on the
same datastore. The inverse of that rule, the "VMDK anti-affinity rule”, keeps a
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specific virtual machine’'s VMDKs on separate datastores within the datastore
cluster. Finally, there is the "VM anti-affinity rule” which prevents certain virtual
machines from sharing the same datastore.

Summary

In this technical report a number of installation consideration were discussed,
enabling vSphere administrators to make informed decision when deploying
EquallLogic Virtual Storage Manager to benefit from the additional ease of
management and advanced virtual machine data protection in their virtualized
environment.

The benefits to vSphere administrators of VSM are multiple. VSM enables
administrators to perform storage related tasks with ease, to be aware of the
capabilities of individual datastores, and provide tiered levels of data protection
to their virtualized environment.
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Appendix

Appendix A: Upgrading HIT/VE 3.1 to VSM 3.5

For customers with an existing install of EqualLogic Host Integration Toolkit for
VMware (HIT/VE) the precursor to Virtual Storage Manager 3.5, these upgrade
steps cover the process of upgrading from HIT/VE to VSM while maintaining
the history and schedules of snapshots and replication.

Prior to starting the upgrade process, verify that no scheduled tasks are planned
to run. If there are scheduled tasks planned to run, either reschedule the
upgrade or temporarily disable the scheduled tasks and re-enable it once the
upgrade is completed.

1. First the VASA Provider and plug-in must be unregistered from vCenter:
a. To unregister the VASA Provider; from the vSphere Client goto
Storage Providers which can be found in the Administration
section on the Home screen.
b. From Storage Providers highlight the Dell EqualLogic VASA
Provider and click on Remove.

[} YCSERVER-ESX5.IPS-NDC.com - ¥Sphere Client H[=1E3

File Edt Wiew Inventory Administration Plug-ins Help

& |@ Home [ jg Adriniskration Dli.; Storage Providers [ g WCSERVER-ESES. IPS-MDC, com |E‘j' Search Inventory |(.

add... Refresh all SN
Yendor Providers

Marne | URL | Last Refresh Time | Last Sync Time |
Dell Equallogic Y454 Provider https:ff10,126,83.111 fvasafservices/vasaSenie 1/9/2013 :13:30 PM 1/9/2013 3:54:25 PM |

Yendor Provider Details

Dell Equallogic YASA Provider

Provider Mame: Dell Equallogic WASA Provider API Yersion: 1.0

Provider Status: online Default Mamespace: DellEquallagic
Provider Version: 1.0.1.11
Recent Tasks Marne, Target or Status containg: - I Clear X
Marne Target | Status | Dretails
< | o]
¥ Tasks @ Alams | [Administrater 2

c. To unregister the plug-in; go to the virtual machine console of the
HIT/VE virtual appliance, and log in.
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d. Select option 9, Unregister Plug-in from VMware vCenter, from
the menu, and click Enter to continue.

File ‘iew WM
m0r s E & R @
g g R R R R R R R R R R R R R R R R R R R B R
Welcome to Equallogic Host Integration Tools for Wware

Uersion - 3.1.2.1 2812.Feb.21
S E A R S R S R

Status

3et the time zone (Current: EST)
Conf igure management network (eth@)
Conf igure storage management network (ethl)
Conf iqure UWiare vCenter
Conf igure EqualLlogic PS Group ..
Conf igure Wware View
Conf igure Wware uSphere Storage APIs for Storage Awareness (UASAY ..
Register Plug-in with UWware wCenter
. Unregister Plug-in from UMware uvCenter
. Show configuration summary

. Database maintenance
. Reboot appliance

. Change root password
. Diagnostics

. Update appliance

. Logout

he Dell Equallogic Plug-in applications can be accesszed
hrough the UMware wSphere Client Home page

Enter selection [1 - 161: 9

hregistering Plug-in...

hregistering key: com.dell.Equallogic Host Integration Tools....
Plug-in: com.dell.Equallogic Host Integration Tools has been successfully unregistered.
press [enter] to continue. ..

2. While it is not a required part of the upgrade process, it is

recommended that a VMware snapshot be created of the virtual
appliance.
a. Right click on the HIT/VE virtual appliance, from the context menu
select Snapshot, and then Take Snapshot.

(3 [¥5M3supdat-=-—-1!
|1:['> wzkerz Power 3
& Guest » B computer that, like a
P W2K8R2—HE| Snapshak % | Ol Take Snapshat...
% wzkarzlang I—B'a Open Console ,j;*] Rewvert to Current Snapshot
(T3 W2KSR2-MA (53 Edit Settings... I8 Snapshot Manager. ..
b 8 Pl .
Provide a logical name and optionally a description for the
snapshot and click OK.
c. Wait until the snapshot task has completed, it will only take a few

minutes.
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3. Mount the VSM 3.5 upgrade ISO in the virtual appliance’s CD-ROM
drive, ensuring to check the Connect checkbox.

a.

b.

Return to the HIT/VE virtual appliance console, and from the main
menu select option 15: Update appliance.

From the Update appliance menu select option 2: Check for
updates. This will analyze the mounted ISO and verify that it
contains a valid upgrade. Press Enter to return to the Update
appliance menu

From the Update appliance menu select option 3: Install update.
Verify that you wish to upgrade the virtual appliance and press
Enter to continue.

The upgrade process will now begin. It is normal to see the
message “Connection to sfcdb lost’ and multiple “Attempting to
reconnect: XX’ messages, do not interrupt the upgrade process.

Once the upgrade process is completed, a reboot will be
automatically preformed.

Once the reboot is completed VSM will automatically register with
vCenter it is installed within, as long as the vCenter Server
Managed IP is set. It will be necessary to re-configure VASA as
shown in the Configuring the VASA Provider section of this
technical report.
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4. With the upgrade completed, the summary tab of the VSM virtual

appliance the following information:

Getting Started - EEN0ER . Fesource Allocation - Performance

5. Once the upgrade has been verified as successful, re-enable any

General

Product: Cell Equallogic Yirtual Storage Manager...
Wersian: 3.5.1.179(3.5.1.179)

Yendor: Dell Inc.

Guesk 05; Cenbds 4506 (32-hit)

WM YWersion: 7

CPLL 1 wiCPU

Memary 2043 MB

Memory Overhead: 3371 ME

Wiware Tools; (# Running (3rd-party/Independent)

IP Addresses: 10.126.81.215 Wig all

scheduled tasks that we're disabled, and remove the VMware snapshot
of the VM that was created.
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Technical Support and Customer Service

Dell support service is available to answer your questions about PS Series SAN arrays.

Contacting Dell

1.

If you have an Express Service Code, have it ready.
The code helps the Dell automated support telephone system direct your call
more efficiently.

If you are a customer in the United States or Canada in need of technical
support,
call 1-800-945-3355. If not, go to Step 3.

Visit support.dell.com/equallogic.

Log in, or click “Create Account” to request a new support account.

At the top right, click “Contact Us,” and call the phone number or select the link

for the type
of support you need.
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