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Introduction

Replication provides a method for protecting volume data without setting the volumes offline and without
causing disruption to applications and users. It also provides a disaster-recovery option in case the original
group or volume is destroyed or unavailable.

Dell™ PS Series Asynchronous Replication is used to copy volume data from one PS Series group to
another PS Series group. The two groups must be connected through a TCP/IP network, and can be an
unlimited distance apart.

Audience

The information in this guide is intended for technology professionals interested in using Dell PS Series
storage with Asynchronous Replication to protect and recover data.

Objective

This guide details the Asynchronous Replication feature in Dell PS Series firmware.

While Dell PS Series storage also provides real-time data protection with Synchronous Replication, this
topic is not covered in this guide. For additional information on Synchronous Replication, refer to the
document, Dell EquallLogic PS Series Array. Understanding Synchronous Replication (SyncRep).

For off-network PS Series volume replication, Dell also provides a standalone program called the Manual
Transfer Utility. For additional information on this program, refer to the Manual Transfer Utility Version
1.2.3 Installation and User's Guide on eglsupport.dell.com.
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1 About Asynchronous Replication

A replica represents the contents of a volume at the time the replica was created. Each replicated volume
has a replica set, which is the set of replicas created over time.

A volume and its replicas are always stored on different groups connected by a robust network link.
Separating the groups geographically protects volume data in the event of a complete site disaster.

To replicate volume data, configure the group that contains the volume and the group that will store the
replicas as replication partners. A group can have multiple partners, but a volume can replicate to only one
partner.

e Primary group. This is the group storing the volume. The primary group administrator configures
the secondary group as a replication partner and initiates the replication operation. Replication
from the primary group is considered outbound.

e Secondary group. This is the group storing the replicas. The secondary group administrator
configures the primary group as a replication partner and provides space for the replicas.
Replication to the secondary group is considered inbound. Refer to the section, Primary and
secondary group administration, for more information.

Mutual authentication using passwords provides security between partners.

Each partner plays a role in the replication of a volume, and you can monitor replication activity from
either partner. A PS Series group can have up to 16 replication partners!. This gives you significant flexibility
to choose a replication configuration that meets your needs, such as:

e One group replicates to another group.

e One group replicates different volumes to different groups.
e Two groups replicate to each other.

e Several groups replicate to the same secondary group.

Note: For additional information on replication, refer to the Dell PS Series Group Manager
Administrator’s Manual on eglsupport.dell.com (login required).

1 The limits mentioned in this document apply to PS Series groups that contain at least one member that is not a PS4000. In a
group of only PS4000 arrays, the limits are two members per group, two replication partners, and 32 volumes configured for
replication. See the latest PS Series release notes on eglsupport.dell.com for the complete supported configuration limits.
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2 Replication planning

Below are some guidelines for getting started with replication planning.

1

Plan the replication configuration for your groups and volumes. For each volume, determine the
replication space requirements (section 2.2) for the primary and secondary groups. This will help in
determining the local space required for replication and choosing the best replication partner for
each volume.

Configure one or more replication partners (section 3). For each partner configured, an
administrator must log into the partner and configure the primary group as a replication partner,
making sure to delegate sufficient space (section 2.2) to the primary group.

Configure each volume for replication (section 3.1). Specify the replication partner, local
replication reserve, replica reserve on the partner, and whether to maintain the failback snapshot.
Create a replica on demand (section 4), or set up a schedule (section 2.6) to create replicas
automatically at a specified time and frequency. Using a schedule, you can specify how many
replicas to keep.

Regularly monitor (section 5.1.1) to ensure the replicas have completed and that the correct
number of replicas is stored on the partner.

Adjust values over time as needed. For example:

- Adjust the schedule (section 3.1.1) to create more replicas, retain fewer, or to create them at a
different interval or time.

- Increase or decrease the amount of delegated space (section 2.2) on the partner, depending
on your actual space usage and needs.

- Increase or decrease replicated volume's replica reserve (section 2.2).

Answering the following questions will help determine which groups to configure as replication partners,
how often to replicate the volumes, how many replicas to keep, how to coordinate the replication plan,
and whether or not to enable failback on the volumes:

How large are the volumes?

How much and how often does volume data change?

How many copies of the volume (replicas) should be kept?

How much space is available on each group to store a partner’s replicas?
What are the business recovery needs for the applications using the volumes?

- Recovery Time Objective (RTO): The amount of time within which a business process must be
restored after a disaster or disruption. The RTO determines whether or not to keep a failback
snapshot. See the section, Failover and failback considerations.

- Recovery Point Objective (RPO): The acceptable amount of data loss for a specific amount of
time. The RPO determines the necessary frequency of replication.

Who manages the replication and data recovery process?
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2.1

2.2

Primary and secondary group administration

Because replication involves two groups, group administrators must coordinate their efforts.
To configure groups as replication partners, each administrator needs the following information:

e Group name and IP address of the partner
e Amount of space each group will delegate to the other, if any
e Mutual authentication passwords that enable the two groups to communicate with each other

Space requirements

Volume replication between partners requires space on both the primary group (the volume location) and
the secondary group (the replica location). These space requirements are classified as follows:

Delegated space (section 5.1.3) on the secondary group, is the amount of space dedicated to storing
replicas from the primary group. All replica reserves are confined to exist within this configured limit.

In PS Series firmware v8 and later, you can assign delegated space for a single partner in multiple pools
(section 5.1.3) and the entire storage space can be used within the group. Delegated space can be
assigned in one, some, or all pools. Prior to PS Series firmware v8, delegated space was restricted to one
storage pool for a particular replication partner. Also, in PS Series firmware v8 and later, you can configure
a mapping between primary pools and secondary pools for initial replica set placement. See Figure 1.

Pool A Default pool Pool C
VOL1 RepVOL1
md 30309 RepVOL2
o Delegated Delegated
ool B space space
oL+ RepVOL3
VOL4 RepVOL4
PS Series group 1 (primary) PS Series group 2 (secondary)

Figure 1 Mapping between primary and secondary pools for initial replica set placement

Local replication reserve on the primary group, is the amount of space reserved in the pool for replication
operations. Local replication reserve keeps track of changes that occur to the volume while it is being
replicated. It also stores a failback snapshot, if you choose to keep one.
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Because replicas and failback snapshots are a representation of the volume data at a precise point in time,
the group must maintain that state until the replication completes. To allow the volume to remain online
and in use during this time, the group uses the local replication reserve to temporarily track changes to the
volume while the operation is underway. When the replication is complete, the local replication reserve
space is freed, unless the volume was configured to keep a failback snapshot (see section 2.7).

Current replica volume reserve (in MB/GB/TB) on the secondary group, is the reserved space for
replication on the volume.

Total replica reserve is the amount of space reserved for the replica set within the configured delegated
space on the secondary group. Total replica reserve is a percentage of the current replica volume reserve
that provides additional space for replicas. If the current replica reserve is 1 GB, and you specify 200% for
total replica reserve, the total replica reserve size is 2 GB. If the current replica volume reserve increases to
4 GB, then the total replica reserve size also increases to 8 GB. The total replica reserve for a volume can
potentially limit the number of replicas that are kept. To prevent older replicas from being deleted, space
can automatically be borrowed (section 5.1.3.1) from other sources when the total replica reserve is
consumed.

Group Disk Space

Group space by use -

J— Total...........coceeeen 14.92 TB
' b W ‘Yolume reserve. ... .. 320002 GB (2.19%:)
Y W Snapshot reserve .. 32002 3B (2.1%)
| [ Replication reserve .. 300,01 GB (2%)

. M Delegated . ........... 10.49 TB (70.3%)
» B Storage cortainers .. .0 ME (0%
W Free................. 351 TB(236%)

Figure 2 Examples of group space usage (1)

Modify wvolume replication settings -

Yolume volumel

Advanced

General

Replication partner: | TSEG210Fast ~ |

Currert replics volume reserve: 20.01 GBE
Total replica reserve (% of replics volume reserve). 200 (mim. 105%)

W Replication partner TSEG210Fast

Replication partner TSE6210F...

Local replication reserve (% of vaolume reserve). 100 (5 - 200%:)

0 Storage pool default

Storage pool default

ot e

Figure 3 Examples of group space usage (2)
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2.3

2.4

2.5

10

Volumes

Up to 128 volumes per group can be configured for replication (and active replication) at any time. A
volume can have only one replication partner. However, different volumes on the same PS Series group
can replicate to different partners.

For example, on GroupA, the replication partners are GroupB and GroupC. On GroupA, the volumes and
their replication partners can be set up in the following example:

e Voll &> GroupB
e Vol2 and Vol3 - GroupC

Volume collections

A volume collection is a group of up to eight volumes that can be managed together. For example, a
volume collection can consist of: a volume for a database and another volume for its log file, volumes that
store email, volumes for a particular group of users or a department, or any other volumes that you want
to replicate at the same time. All volumes in a collection must be configured to replicate to the same
partner.

Replica frequency and keep count

Each volume can have up to 512 replicas stored on its partner.

Based on your RTO and RPO, you can specify how often to replicate a volume and how many replicas you
want to keep on the partner group.

For example, if your volume data does not often change, you might decide to replicate the volume once
per week. Depending on how much data is replicated each time and the amount of replica reserve, you
could keep, for example, many weeks' or months’ worth of replicas on the partner.

On the other hand, if the data of a volume changes frequently and you want to minimize the amount of
potential transaction loss in the event of a disaster, you might decide to replicate the volume daily or even
hourly. For example, you could keep a full day’'s worth of hourly replicas on the partner.

The replication frequency and the number of replicas to keep depend on your business needs, and are
limited only by the configuration limits and the amount of space available on the volume'’s replication
partner.

Use the following formula to determine the number of replicas to keep:
Frequency of replications x time period to retain = Number of replicas to keep

For example: 2 replications per day x 14 days = 28 replicas

Note: A group can have up to 10,000 snapshots and replicas (total) from all of its replication partners.
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2.6

2.7

11

Schedules

Using schedules can help ensure your volumes and volume collections are replicated at the best intervals
and times to meet your business needs.

For example, consider a volume that rarely changes. You can configure a schedule that replicates its data
once a week on Sunday mornings at 2:00 a.m. If you decide to increase or decrease the replication
frequency, you can modify the schedule at any time.

Failover and failback considerations

If a failure or maintenance in the primary group makes a volume unavailable, you can failover to the
secondary group by promoting a replica (section 5.1.4) to a recovery volume to allow hosts to access it. If
the primary group becomes available, you can failback to the primary group (section 5.1.7).

There are two ways you can access the data in replicas on a partner group: cloning and promoting.
Because this document focuses on failover and failback, it covers only promoting. Cloning creates a new,
separate volume from the replica set, which cannot be failed back to the primary group. For detailed
information on cloning, please refer to Dell PS Series Group Manager Administrator's Manual on
eglsupport.dell.com.

You can do several things with a replica set that you have promoted to a volume, for example:

e Back up the volume data, keeping the original volume on the primary group online and in-use.
This also offloads the backup performance impact to the group storing the replicas. You can also
use the promoted volume for another function, such as attaching it to a server to run a data-
analysis process, reporting engine, test failover, and so on.

o Use the latest replica to continue business operations if the original volume becomes damaged or
destroyed. This is called failover. In the failover situation, you have two further options:

- Permanently connect initiators (and therefore applications and users) to the replacement
volume on the partner and accept the loss of the original volume. Users can continue to use
the replacement volume indefinitely.

- Connect initiators to the replacement volume temporarily while you work to recover the
original volume, and then failback the data that changed in the meantime (replicate the deltas
to the original volume). Then, move the connections (and users) back to the original volume,
returning to your starting configuration. This is called failback.

Configuring a volume to keep a failback snapshot can minimize the amount of data that must be
replicated back to the primary group when you are ready to restore the original configuration.

Without a failback snapshot, you can still return to hosting the volume on its original group, but you must
replicate the entire volume's contents, which could take hours or even days depending on the size of the
communications link and the amount of data to transmit.
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If you decide to enable failback support, you can specify it at the time you initially configure replication on
the volume, or at any time thereafter.

Note: You must create a replica to establish the failback snapshot before you attempt to failback.
Because the failback snapshot uses space from the volume'’s local replication reserve, you may want to
increase that value to ensure replication continues to succeed.

The general overview of the failback process is as follows.

1.

On the primary group, the original volume becomes unavailable, or the primary group becomes
unavailable.

On the secondary group, promote the replica set (section 5.1.4). The promoted volume is called a
recovery volume.

Connect host initiators to the recovery volume (section 5.1.5). Hosts can continue to access the
data via the recovery volume.

The primary group becomes available again.

Replicate the recovery volume back to the original group (section 5.1.6). Two things occur
automatically:

a. On the primary group, the original volume is demoted to a failback replica set.
b. On the secondary group, the recovery volume is replicated to the primary group.

If the original volume has a failback snapshot, only the differences will be replicated. If not, the
entire contents of the recovery volume are replicated.

If the failback operation will not happen immediately, set up a replication schedule (section 2.6) on
the recovery volume to keep the two groups synchronized.
As soon as the replication operation completes, failback to primary (section 5.1.7).
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3 Configuring group replication

To enable replication between groups, you must perform a configuration task on both the primary and
secondary groups.

Identify the names and IP addresses for the primary and secondary groups.
Log in to Group Manager on the primary group.

Select the Replication View.

Click Replication Partners in the tree view.

In the Activities Pane, click Configure partner.

Identify the replication partner:

o0 s N

Enter the group name of secondary group.

Enter the group IP address of secondary group.
Optionally, enter the partner contact information.
Click Next.

a0 oo

Configure replication partner -

1 - Replication Partner Identification (2]

* Group name: TSEE210Fast
* Group P address: 1010666

Description:

Contact information

Marme:
Email:
Phone:

Mobile:
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7. Specify the inbound and outbound passwords:

a. Enter the Inbound password used by the partner for authentication to perform replication
with this group:

b. Enter the obtained partner’'s Outbound password that will be used by this group for
authentication to perform replication with the partner.

c. Click Next.
Configure replication partner -
2 - Authentication (7]
1- General % | Inbound password
s Enter the password that will be used by the partner for authentication to
> 2 - Authentication perform replication with this grougp:
*0089

Qutbound password

Enter the abtained partner's password that will be used by this group for
authentication to perform replication with the partner:

e
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8. Select the storage pools and configure the delegated space:

a. Pick one, or more (PS Series firmware v8 or later), storage pools to hold the replica set from
the replication partner.

b. Specify the delegated space for one, or more (PS Series firmware v8 or later) selected storage
pools.

c. Click Next.

Caonfigure replication partner -

3 - Delegated Space

1 - General %" | Pick one or mare starage pools to hold the replica set from replication partner "TSEG21 0F sst”

2 _ Authentication v Delegated space by storage poals:
Delegated space

Storage pool
> 3. Delegated Space ‘default 500.01 GE

. Pool2 1000 GB

9. Review the summary and click Finish.
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10. Log in to Group Manager on the secondary group.
11. Click to select the Replication View.

12. Click Replication Partners in the tree view.

13. Identify the replication partner:

In the Activities Pane, click Configure partner.
Enter the group name of primary group.

Enter the group IP address of primary group.
Optionally, enter the partner contact information.
Click Next.

® a0 oo

Configure replication partner -

1 - Replication Partner Identification 0

* Group name:  ThiProd

»

*Group IP address; 10124 2238

j Description;

4 Contact information

Marme:
Etnail:
Phiore:

Mikile:
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14. Specify the inbound and outbound passwords:

a. Enter the Inbound password that will be used by the partner for authentication to perform
replication with this group.

b. Enter the obtained partner’'s Outbound password that will be used by this group for
authentication to perform replication with the partner.

c. Click Next.
Caonfigure replication partner -
2 - Authentication (2]
1 - General % | Inbound password
s Enter the password that will be used by the partner for authentication to
= 2 - Authentication perfarm replication with this group:
L 111 1])]

Outbound password

Enter the ohtained partner's password that will be used by this group for
authentication to perform replication with the partner:

| [t
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15. Select the storage pools and configure the delegated space:

a. Pick one, or more (PS Series firmware v8 or later), storage pools to hold the replica set from
the replication partner.

b. Specify the delegated space for one, or more (PS Series firmware v8 or later) selected storage
pools.

c. Click Next.

Configure replication partner -

3 - Delegated Space

1- General %" | Delegated space

o v Optionally, you can store replicas from the partner. Enter the amount of pool space
2 - Authentication woul weant to delegate to the partner for staring replicas.

> 3-Delegated Space Delegated space: 1000 GE™

4 Storage pool assignment
Storage pool: | SPACEPool [default) -
SPACEPoal (defautt)
(% storage pool SPACEPooI (]

Storage pool SPACEPooI (def...

=}

16. Review the summary and click Finish.
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19

Configuring volume replication

Once replication has been configured in the group (section 3), you can enable replication on volumes.

1. In Group Manager, select the Volumes View.
2. Right-click a volume and select Configure replication.

a. Select the replication partner.
b. Specify the Total replica reserve.
c. Specify the Local replication reserve.

Note: Consider that the default values of 200% for total replica reserve and 1007% for local replication
reserve ensure you can keep a failback snapshot on the local group and can replicate 100% of the
volume changes between replications.

d. Click Next.

Configure volume replication

1 - General Settings

2 Currert replica volume reserve: 105 MB
Total replica reserve (% of replica volume reservel. 200 (min. 105%)
3
&5 Replication partner TSE6210Fast i

Replication partner TSEG210F...

T

Local replication reserve (% of volume reserve). 100 (5 - 200%%)

(8 storage pool Pool2 i

Storage pool Pool2
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e. Optionally, select Keep failback snapshot. If selected, the most recent complete replica will be
retained in the local replication reserve to allow the partners to synchronize by replicating only
changes.

f.  Click Next.

Configure volume replication .

2 - Advanced Settings

1- General o Keep failback snapshot

The most recent complete replica will be retained in the local replication
= 2 - Advanced ) .-
reserve to alloww the partners to synchronize by replicating only changes.

3

o | [t

g. Review the summary and click Finish.
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3. Optionally, select Perform manual replication to use external media to transfer the data manually
with the Manual Transfer Utility, rather than transferring automatically over the network.

Manual replication is recommended for large amounts of data that would otherwise be transferred
over slow network connections. For additional information on the Manual Transfer Utility, refer to
the Manual Transfer Utility Version 1.2.3 Installation and User's Guide on eglsupport.dell.com.

4. Click Yes to create a replica immediately, or click No to skip this step.

Create replica -

Do you wwant to create & replica of walume volumed nowve?

|:| Perform manual replication

Uze external media to transfer the data manually, rather than transferring
automatically over the netwark. Manual replication is recommended for large
amounts of data that would otherwise be transferred over slow network
connections.

(i) () i)
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3.11 Configuring volume replication schedules

Once replication has been configured for the group (section 3) and desired volumes (section 3.1), you can
configure replicas to be created on a schedule.

1. In Group Manager, select the Volumes view.
2. Right-click a volume that is already configured for replication (section 3.1) and select Create
schedule.

The following example schedule creates a volume replica every 12 hours for 4 days, keeping 8
replicas, if possible.

Specify a Name for the schedule.
Select Replication Schedule.
Select a Schedule option.

Click Next.

o 0 oo

Create schedule -

1 - Schedule Type (2
*Name: TWiCE_Da"Y

Enable schedule

Schedule type

Snapshot schedule

:O: Replication schedule

Schedule options

:: Fun ance (run ance on a specified date and time)
:0: Hourly =chedule (run at & specified time interval)
:: Daily schedule (run daily at a specified time)

:: Reusze existing schedule (select an exizting schedule to use az a template)
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Note: The maximum-keep value for a schedule affects only the number of replicas to be retained that
were created by the schedule. It does not include replicas created individually, or by another schedule.
For this reason, it is important to periodically check the space usage on the partner to make sure you are
not inadvertently using up the volume'’s replica reserve with other replicas.

e. Specify the time settings and click Next. Time Settings will vary depending on the previous
schedule option selected.

Create schedule .

2 - Daily Schedule (2]

1 - General % start and end dates

= 2 - Time settings Start: (42772015 = End: 4/30/2015 =
-

*Run every 1 - | davis)

Time of day

s

Start: 12:00 Ak

-

. . F
Eepeat intetyal: until 1200 AM -
Replica settings

Mazitmum number of replicas to keep (1-312);. 8 -

[ o

f.  Review the summary and click Finish.
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4 Replicating a volume

Once replication has been configured for the group (section 3) and desired volumes (section 3.1), you can
create replicas of a volume.

1. In Group Manager, right-click a volume that is already configured for replication (section 3.1) and
select Create replica.

2. Optionally, select Perform manual replication to use external media to transfer the data manually
with the Manual Transfer Utility, rather than transferring automatically over the network.

Manual replication is recommended for large amounts of data that would otherwise be transferred
over slow network connections. For additional information on the Manual Transfer Utility, refer to
the Manual Transfer Utility Version 1.2.3 Installation and User's Guide on eglsupport.dell.com.

3. Click Yes to create a replica immediately, or click No to skip this step.

Create replica -

Do you wwant to create & replica of walume volumed now'?

|:| Perform manual replication

Uze external media to tranzsfer the data manually, rather than tranzferring
automatically over the network. Manual replication iz recommended far large
amourtz of data that would otherwize be transferred over slow netwwork
connections.

(ten] L1 ) (1]
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5 Managing replication

Some common replication management tasks, include:

e Monitoring replication

e Monitoring replication space

e Managing delegated space

e Promoting a replica to a recovery volume
e Connecting to a recovery volume

e Replicating a recovery volume

e Failback a recovery volume to primary

511 Monitoring replication

You can monitor replication from multiple areas in Group Manager of the primary and secondary groups.
Replication is outbound from the primary group and inbound to the secondary group.

- Group

B Volumes Yolume volumes

@ Sroup ThProd

=6 vaumes Activities e e I COYCeToT ST e
#- @ CFFTPOCEL
- Volume volumed & ot
#- |3 LegacyVolums E] Replication Summary
£ @ vFs Yolume . . o
o [ vMFso Modify setfings Status................ inprogress  Settings Replication schedules
) Q VMESS togity tacs Failback snapshot disahbled Replication partner . . . TSEE210Fast Replication schedules . . .2
9 Clane Failback baselng ... .. none Replica reserve ... .. 210 Me Running schedules ... .2
2 VPS04 Set offine Pending data transfer . .0 MB Local reserve .......101 GB Nest replica ........... 4H2/201%
- @ wursos Set access tupe
- B vnFSs Delete volume .
5 6 vwrsar Comwert 1o template Remote Replicas
£l Q WhFS08 Move wollme .
| g View: (@) Volume replicas () Replicstion histary
volume Folder
=) 9 volume1 hove to folder Replica < Replication status
£ [ volume10 Access d5) Replicas on TSE6210Fast & in progress
£ [ volume2 £dd access policy group o i) B/201 5 1 2:06:05 PM  complsted
=) Q vaolume20 Add access policy
£l Q volumes Add basic access poirt
- Q walume30 Manage access policies
H- [ volumed Snapshots
i [ volumes Modify snapshot palicy
- Q volumes Create snapshot
.. g volume? Restore volume
Delete snapshots
=) 9 volumed 4
.- Q ) 3 Schedules
Create srhed il

Figure 4  Viewing in-progress and completed replications in the Replication tab of the volume
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Equallogic Group Manager

= Replication %" Outhound Yolume Replicas with TSE6210F ast

&3 Replication Partners
=58 TsER21OFast Activities Remote Replicas
9- Q “Yolume Replication
o Outbound Replicas
o Outhound Replica Colleg Qutbound Replication

4¥p Inbound Replicas Pauze outhounc

% Outhound Volu... = Wiew: (@) Yolume replicas Replication history

Replica < Replication status Details
5 Replication of vol lume30 @ ready 5 replicas. Reserved 20.16 GB

<P Inbound Replica Collecti ] 11302015 5:20:30 AM + completed

&) Replication of ... 4 ] 132015 G221 AM  completed

Remote Replicas {5 1/302015 9:24:57 AM « completed

Delete replica set @l 32015 9:28:31 AM " completed

Delete replicas @ 1032015 9:32:23 AM " completed
Yolume Replication 45 Replication of vol I 9 @ ready 9 replicas. Reserved 210 MB

Pause volume replication @ 3062015 12:06:05 PM " completed

Create replica @ 302015 9:95:47 AM " completed

@] 3M052015 10:01:05 AM " completed

@] 3M02015 10:03:19 AM " completed

@l FM0S2015 10:06:05 AM " completed

@ SM02015 10:11:05 AM " completed

@ SM02015 10:16:05 AM " completed

@ SIM0201510:21:05 AM " completed

@] 3M052015 10:26:05 AM W completed

4
¥

Figure 5 Viewing outbound replicas in the Replication pane of the primary group

Inbeund Yolume R cas with TMProd

&3 Replication Partners

B vprad Activities Delegated Space Distribution Across Storage Pools
B vilume Replication
40 inbound Yolum... & i
4 Cuthound Replicas Lmal -100 GB gump;edsslun S
89 Outhound Replica Collections Inbound Replication Sane : u panded size L
Reserved. ... ..... .20.36 GB Compressed size. . 295 GE
[=h--4p Inbound Replicas Manage delegated space -
T @ ‘ 01 Wove delenated shace Unreserved.. . ...... 7964 GB  Space savings ..... 180 ME (0.6%)
wolume30. Hove dRlenaled SPACE.

Pause inbound Yolumes replicated. . .2

P Inbound Replica Collections ) 8
B Replica setvol.. = Inbound Replicas

Inbound Replica Set Total inkound replica sets. . 2
Promate to volume Replica et placement ... * PP System will chooze
Mave replica set
Delete replica set Replica < Replication status Dretails
Replicas E| E volume30.1 @ ready 5 replicas. Reserved 20.16 GB (0% free)
Clone replica 1302015 9:20:30 AM + compiete
Delete replicas 5] 130201 5 92521 AM  complete
= @] 17372015 3:24:57 AW « complete
- @ 10372015 8:26:31 A «F complete
= @l 10372015 8:32:23 AM «F complete
(== Q volumed.1 @ ready 9 replicas. Reserved 210 MB (50% free)
= @] 3B52015 12:06:05 P + complete
= @] FM052015 3:55:47 Ak « complete
. = @ FM0201510:01:05 &AM « complete
» @ 02015 10:03:19 AM " complete
= @] FM02015 10:06:05 A " complete
= @] 302015 10:11:05 Ahd + complete
= @ FM020M1 5101605 A « complete
- @ M0 S10:21:05 AM « complete
@l FM02015 10:26:05 AM " complete

Figure 6  Viewing inbound replicas in the Replication pane of the secondary group
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512 Monitoring replication space
From the Group Manager Replication panel, you can view delegated space statistics, including the amount
of configured delegated space, and the percent that is still available.

Note: If you have a replication schedule and you also create replicas on demand (click Create replica). All
replicas will be part of the replica set for the volume and will compete for its replica reserve.

Note: The maximum-keep value for a schedule affects only the number of replicas to be retained that
were created by the schedule. It does not include replicas created individually, or by another schedule.
For this reason, it is important to periodically check the space usage on the partner to make sure you are
not inadvertently using up the volume'’s replica reserve with extra replicas.

Logic Group Man

£ = Replication Veolume Replication with TSEG&210F ast

E"j Replication Partrers
=B TSER210Fast
Wolume Replication
P Outbound Replicas
- Outbound Replica Collec Outbound Replication
<8 Inbound Replicas Pause outbound
P Inbound Replica Collectii Inbound Replication
Manage delegated space

Mave delegsted space
Pausze inhound

Activities Qutkbound VYeolume Replication

& Volume Replic... - Delegated space. .. 100 GB Status.....ceeernnnns o enabled
I Reserved ........ 20.36 GB (20 4%) “olumes replicated. ... 2

W Unreserved ...... 7964 GB (TAE%) Collections replicated. . .0

Inbound Yolume Replication

Delegated space...200.01 GB Status ................ f enabled
I Reserved ........ 270 MB (0.3%) Storage pools ... default (100 GB, 93.6% free)
M Unreserved 199.45 GB (39.7%) Pool2 (100 GB, 99.8% fres)

Unmanaged space. .. .. OMB
Volumes replicsted .. .2
Collections replicated .. .0
Replica set placement .. SPACEPool Me default
* M System will choose

Figure 7 Use of delegated space on the partner
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5.1.3 Managing delegated space

You can modify the space delegated to a partner, however, you cannot decrease the space delegated to a
lower capacity than is currently reserved for the partner’s replicas.

To modify the space delegated to a partner:

1. In Group Manager of the secondary group, select the Replication view.
2. Select Volume Replication.
3. Inthe Activities panel, click Manage delegated space.

Equallogic Group Manager

+ Replication ] %" Yolume Replication

ﬁSﬁ Replication Partners

=38 TSEE210Fast Activities
Bﬁ “olume Replication

; o Outbound Replicas

B Outhound Replica Callec Outbound Replication

b Inbound Replicas Pause authound

8 MPHozt-TSEE210F 5 Inbound Replication

B tMPHost-TSEB210F:

< Inbound Replica Collecti Move delegated space

Pausze inbound

&l Volume Replic... 2

4. Inthe Delegated Space tab, specify the delegated space for one, or more (PS Series firmware v8 or
later) selected storage pools.

Dell Equallogic Group Manager -

Manage Delegated Space - Replication Partner "TSE6210F ast" 9

Delegated Space Replica Set Placement

Delegated space by storage pools:

Storage pool Delegated space Free delegated In-uze delegated
SPAcE Space
default 100| GEw 9965 G 360 ME
Paoal2 100 GB 99.5 GE 2M0ME

o
[ om

-

A1, ou cannot reduce the amount of delegated space in the pool below the amount

that iz currently being used to store replicas from the partner.

or borroyving
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5. In the Replica Set Placement tab (PS Series firmware v8 and later), you can optionally configure a
mapping between primary Pools and secondary Pools for initial replica set placement (Figure 1).

If a pool mapping is not manually configured here, the system will automatically choose a pool for
replica set placement when creating a replica set, based on available delegated space in the pools.

Note: This pool mapping is only consulted when creating a new replica set, or enabling volume
replication on the primary group. When pool mapping changes are made, existing replica sets on the
secondary group are not automatically moved, and will continue to reside in their same pool.

To check if the primary pool names are still valid, and to help ensure the desired mapping will
succeed, click Validate primary pool names. The status of this validation will appear in the
Validation column.

Manage Delegated Space - Replication Partner "TSES210F ast" 9

Dell Equallogic Group Manager

Replica Set Placement

Initial replica set placement by storage pools: o) Add |;| ity X Delete
Primary poal in "TSEE210F ast" < | ocal storage poal “alidation
SPACEPo defautt - | o

* Pool2 nia

clefault

Validate primary pool names

Cancel

6. Click OK.
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Space borrowing for replication

Dell PS Series firmware version 8.0 provides the ability for snapshots, local and remote replicas, and
deleted volumes in the Group Volume Recovery Bin to temporarily borrow space beyond the configured
reserves. This feature, called space borrowing, simplifies configuring reserve space, improves space
utilization, and enhances management of snapshots and replica reserves.

While it is possible to enable or disable space borrowing for snapshots, space borrowing for replication is
automatic and cannot be disabled.

Remote replicas can borrow beyond their total replica reserve, but the total amount of configured reserve
space must still fit within the delegated space. If there is insufficient delegated space on the secondary
group, the system requires manual administrative intervention to increase the amount of delegated space.

Also, if the replica reserve for a volume is configured with a very low value, such as the minimum 105%,
the system can potentially require manual administrative intervention to increase the reserve percentage
so that an in-progress replica can continue. In-progress replicas are not eligible to borrow space.

Note: To use space borrowing for replicas, all members in the secondary group must be running Dell PS
Series firmware version 8.0 or later. Space borrowing for snapshots requires Dell PS Series firmware v6.0
or later. For more information on space borrowing, refer to Space Borrowing for Snapshots and Replicas.
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5.1.4 Promoting a replica to a recovery volume
If a failure or maintenance in the primary group makes a volume unavailable, you can fail over to the
secondary group by promoting to a recovery volume to allow hosts to access it. If the primary group
becomes available, you can failback to the primary group (section 5.1.7).

In Group Manager of the secondary group, select the Replication view.
Click Replication Partners in the tree view.

Expand the replication partner, Volume Replication, and Inbound Replicas.
Right-click the replica set and select Promote to volume.

Hwn e

EqualLogic Group Manager

L. Replication 5 “" Replica set volume30.1

E“*f-a Replication Partners
=5 TMProd Activities (
EI.Q. Walume Replication

El Replica setvol... =

B L]
-5 Outbound Replicas .
----- g4 Cuthound Replica Collections Inbound Replica Set ;
EI-¢GJ Inbound Replicas Promate to walutmne .
A - @ wolumeRad hove replica set -
. “¥B Inbound Re Refresh data ste replics set
cas
Promote to volume ne replica F
Move replica set e replicas
1
Delete replica =et aplicavolum... & =
Clone replica nistration 5
Delete replicas i replica E
—ite replica E
&
5. Click Yes to pause inbound replication.
Pause inbound replication -

Before promating & replica set, you must pause inbound replication from the
. partner. Replication will immedistely resume for all other volumes after the
replica set iz promaoted. Do you weant to pause inkound replication?

31 Using Dell PS Series Asynchronous Replication | TR1052



6. Optionally, select the Volume options:

- Set volume online

- Retain target name of the original volume (this helps initiators discover the recovery volume
automatically)
- Keep ability to demote to replica set

7. Click Next.

Promote replica set of volume volumed -

1 - Yolume options
= 1-Volume options The inbound replica set will be promoted to & volume.

The promeote operation will be permanent and you have to disable replication
for thiz wolume on the primary group manualy, unless you choose to keep the
ahilty to demote the volume and return to the inbound replica set.

Yolume options

Set volume online
Retain target name of the ariginal volume
Heep abilty to demate to replica set

Cancel
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Select the access type and define iSCSI access accordingly to allow the appropriate initiator to
connect to the recovery volume from a host operating system.

Optionally, select Yes or No when asked, "Do you want to allow simultaneous access to the
volume from more than one iSCSI initiator?”

10. Click Next.

Promote replica set of volume volumed -

2 - Define ISCSI access points (2]

1 -Volume options +" | what kind of access type do you want for this volume?
@ Copy access controls from another volume

> 2 -iSCSl access

) Select or define access control policies

() Define one or more basic access points

() Mone (da nat allow access)

Select the volume from which to copy access controls

Wolumes: Access controls:
Yolume £ Multiple access ISCS1 access: restricted 3
@ CFRCOMPY2 Mo ) Access policy groups:
B CFFTSOLSystem-TSES210Fast Mo none
B CFFTSQLTempob-TSES210Fast Mo Access policies:
B cFHvCsY Yes
nong
B cFHva Yes ) .
Basic access points:
[ CFPAWSDE [
@ CFPAWSLOG Mo 1. Intistor=ign. 1991 -03 com.microsoft:cfdef..
8 CFSaLANays0nDE Yes
B cFsaLAlwaysONLog Mo 3 3
Do you want to allow si to this from more than one iSCSl initiator ?
) Weg
®@ ng

o | [
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11. Optionally, assign volume tags to the recovery volume.
12. Click Next.

Promote replica set of volume volumed .

3 - Tag this volume 9
1 - Volume options W Assign tags to represent attributes of this volume that are important to you. You can remave, add to, or change these tags at any time.
2-iSCSlaccess 4 Tagys assigned (2 of &)

wpplications = Database-Server w  Copy from volume...
> 3-Tags O Backup Manage tags...
4 D Desktops

|:| Location = London ~

Virtuslization

| [
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13. Review the summary and click Finish to promote the Inbound Replica Set to a recovery volume.

Promote replica set of volume volumed

1 - Volume options + | General settings L_|_|
Solume name .o volumed 1

ol «

g

2 _iSCSI access v Storage poal ... SPACEPool
SIZE . 1GE
Sector size ... L5112 bytes

3-Tags ¥ olume status @ online
Ahbility to demote to a replica set .. Yes

escton
Snapshot settings
Snapshot reserve 100% of volume reserve
In-use space warning limt ... ... Q0%
SPaCE recOvery .. ... delete oldest snapshot
iSCSl access
iSCSlaccess ... restricted
Accesstype . oo read-write
Multiple sccess ... not shared
Accesscontrols L copied from volume CFCOMPY2
Tags
Applications ... Databaze-Server
Wirtualization ... es

In the Volumes pane of Group Manager, the recovery volume will display a special icon that
indicates it is a recovery volume.

EqualLogic Group

=
§ Volumes

B8 Group TSEB210Fast
=] Q Volumes

® @ volumeS 1

14. You can connect an initiator to the recovery volume (section 5.1.5), allowing hosts to continue to
use it as if it were the original volume.
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5.15 Connecting to a recovery volume

From the host operating system iSCSI initiator, connect to the recovery volume as if it were a regular
volume. Use the secondary group IP as the discovery address.

5151 Connecting to a recovery volume from Microsoft Windows
1. Launch iSCSI Initiator.

2. Click the Targets tab.
3. Click to select the recovery volume.
4. Click Connect.
1SCSI Initiator Properties -
| RADIS | Configuration | = Dell Equallagic MPIO
Targets | Discovery | Favorite Targets I Yolumes and Devices
Cuick Connect

To discover and log on ko a target using a basic connection, type the IP address or
M3 name of the target and then click Quick Connect,

Target: | Quick Connect...

-

Discovered targets

=quallagi F-de4bc! lume
8a0906-095231802-4ecb4d66a 1 34bb0e-wijuesxprod]
ign.2001-05, com.equallogic: 0-3a0906-09F 258 209-d75a0f aSa0a4fd24-skynet-highb:
ign.2001-05.com. equallogic:0-8a0906-0b55d4409-8f 1 165f abdes04 75-skynetvaol 3
ign.2001-05, com.equallogic:0-3a0906-2c3631801-796001 1b3044b97b-winasmveds
ign.2001-05.com. equallogic:0-3a0906-3376 3040 2-bSacd 2 Sb46.3dea59-wu-asmyvetr(
ign.2001-05, com.equallogic:0-3a0906-33a6 30402-07cc32 346 54235 9-wu-asmyetr]
ign.2001-05. com. equallogic:0-5a0906-3bbSd4409- 1 242 10841 1bsdc3b-hvelusterque

ign.2001-05. com.equallogic:

£ 1]

To connect using advanced options, select a target and then
click Connect, =

To complekely disconnect a target, select the target and
then click Disconnect,

For target properties, including configuration of sessions,
select the target and dick Properties, £rop

Far configuration of devices associated with a target, select
the karget and then click Devices.

Disconnect

IIIIV

Devices, .,

[a]4 | | Cancel Lpply
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5. Click OK in the Connect to Target and iSCSI Initiator Properties windows.

Connect To Target -

Target name:

add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts,

[JEnable multi-path

QF | | Cancel
iSCSI Initiator Properties -
[ RADILS | Configuration | = Dell Equallogic MPIO
Targets | Discovery | Favorite Targets | Yolumes and Devices

Quick Connect

To discover and log on to a target using a basic cannection, type the IP address or
DMS name of the target and then click Quick Connect,

Target: | Cuick Connect. ..

Discovered targets

~

L ume
3a0906-095231802-4ech4d668 184bble-wjuesxprod]
3a0906-09F 253209-d75a0f a560a4f d24-skynet-highb:
a0906-0b85d4409-5f 1 1e5Fab4e50475-skynetvol3
a0906-2c3631501-796001 1b3044b97b-wiuasmyvede
8a0906-337630402-b8ac823b4634ea59-wu-asmyvetr(
5a0906-33a630402-07 co82 3b4654ea59-wu-asmvetrl
ign.2001-05.com. equallogic:0-850906-3005d4409- 164210841 1b4de3b-hvclusterque

ign.2001-05. com, equallog
ign.2001-05. com, equallog
ign.2001-05. com, equallog
ign.2001-05, com, equallogic:

iqn. 2001-05. cam. equallagic:
ign.2001-05, com, equallogic:

< m

To connect using advanced options, select a target and then Conmect
click Connect, =

To completely disconnect a target, select the target and Disconnect
then click Disconnect. =

For target properties, including configuration of sessions, B i
select the target and click Properties. leIEIER
For configuration of devices associated with a target, select
the target and then click Devices,

IIIIv

Devices. ..

Ok | | Cancel Apply
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6. Online the volume from the server (if required)

a. Launch Disk Manager.
b. Click Action > Rescan Disks.

c. Right-click the DR volume and select Online.

= Disk Management I;
File View Help
&= Refresh E
g Eia Layout Type File Systemn | Status | Capacity | Free Spa.. | % Free
Create VHD Simple Basic NTFS Healthy (B... 29.66 GB 2100GB T1%
Attach VHD =m Reserved Simple Basic MTFS Healthy (5.. 330 MB 29 MB 25%
All Tasks r
Help
Disk 0 1
Basic System Reserved (&)
30.00 GB 350 MB NTFS 29,66 GB NTFS
Online Healthy (System, Active, Primary Partition) Healthy (Boot, Page File, Crash Dump, Primary Partition)
“@Disk 1 ]
Basic
50.00 GB 50.00 GB
Offline (i
- | .
i CD-ROM Properties
DVD (D:) Help
Mo Media

Using Dell PS Series Asynchronous Replication | TR1052



516 Replicating a recovery volume

When the primary group and the original volume are back online, you can optionally replicate the new

39

data back to the primary group.

1. On the secondary group, in the Group Manager Volumes pane, select the recovery volume and
click Replicate to partner.

B Group TSEBZIOFY  Refresh data
EIQ Volumes i
@ CFEOMP Wiewy wolume
H u
BB CFFTSGLL  View alarms
B crrTsaL s
@ CFHWES Modify wolume settings =
-8 cFHva Moty tags =
£ Iy
B crrawsg Clone "
B crrawsy _
@ CFSOLAI et offline
B craoLa) Set access type |
@ CFSLLAG Delete volume e
B crsaLag " ! I
; 8 crsoLed ove volume "
@ cFsaLDy Maove to falder 1
B cFsallo r
L @ CFSGLSy Add access policy group f
@ CFEGLTe Add access paolicy =3
@ CorpusD3 ) ) B
@ FTSaL DA Add basic access paint
@ FTSGL D Manage access policies t
‘B FTSGLDA _ _ I
g FTS0L D Modity snapshat policy ]
B FTseLLe Create snapshat L
: B wProst-T Restore volume b
- B Testsa d
@ thPHost-T Delete snapshots L
' volurmed 1 Creste schecule i
[+ Bd Wolume Colled & to parner r
Dm% Custom Snap Modity replication settings i
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2. Enter the group administrator account and password for the primary group,
3. Optionally, choose to Perform manual replication with the Manual Transfer Utility.

For additional information on the Manual Transfer Utility, refer to the Manual Transfer Utility
Version 1.2.3 Installation and User's Guide on eglsupport.dell.com

4. Optionally, choose to Remember these credentials in this session.
5. Click OK.

Replicate recovery volume .

Recovery Yolume volumes.1

Az patt of replicating the recovery volume, volume volumed on partner TMProd will be et
offline and demaoted to a failkack replics 2et. Unless you creste & snapshot of the wolume onthe partner,
any data written to the volume since the most recent replication will be lost when the volume is demoted.

Erter accourt credentials for managing the volume an TMProd.
Account name: grpadmin

Pazsword @G0B e
D Perform manual replication

|:| Eemember these credertialz in this session

0K ] [ Cancel
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The following occurs:

a. The primary group demotes the original volume to a failback replica set.
b. The secondary group replicates the recovery volume to the primary group (shown below).

Veolumes Recovery Yolume volumes.1

B8 croup TsEB210Fast

& 0 vounes Activities LIl coess— Snapshots ~ Repication  ~Coliectons — “Sehedues — ~Comnectione ||

B croompyz
- -
B CFFTSGOLSystem-TSEG210F ast 9 Recavery Volu.. General Yolume Information
8 CFFTSGLTempdb-TSEG210Fast Recovery Yolume ) ] i
- CFHVCSY Modity volume seftings Status............. @ online  General settings Tays Settings
@ CFHVG todity tags iSCSEl access restricted Yolume name . volumeS.1 Applications . Database-Server  Replication partner .. ThMProd
Clong Access type read-write Reported size . 1 GB Wirtualization . Yes Replica reserve 210 ME
-8 CFPAWSDE i ISCS| connections . .0 Sector size ... .512 kytes Local reserve ... 15 WE
Set offline
g CPPAWSLOG Set access type
B CFSQL&NwaysONDE Delste volums
@ cPsaLAmaysONLog Mavs volume. Volume and Snapshot Space
- @ CFSaLACSecondaryLog Folder
B crseLACSecandayDB Move to folder Storage pool SPACEPo0I
B crsaLBuH Access
B crsaLDataE d aceess policy rou olume space
B crsaLLogr Add acoess polic Reported size ... 101 GB ]
- B CFS@LSysD Fe
- B CFSGLTempobG Alarms 0 1 0 Operatiohs 0 ]
-8 CorpusDst
- B FTS@LDatalt -TSEE210Fast | Critica i.“ r ri.l‘ii 0 i.ﬂ" up Operatia i Failback Operations ]
8 FTSGLDatal2-TSEE21 OFast
- B FTSGLData03-TSEB21 OFast e g Ecectipalon Status
8 FTSQLData04-TSEE21 OF ast = g Replicate Recovery Volume volumed.1 24> in progress (step 5 of 5)
B FTSOLLog TSEB210F ast 4 DE”“_"E GRS "_°'”’"e ThProct « complete
@ MPHost- TSEG21 OFast 4 -~ Configure replication on recavery volume TSEG210Fast « complete
8 Testsa = Cancel primary volume replication in progress ThiProd « complete
B tMPHost TSEBH OF st - Set primery vohume nffine ThiFrod  complete
@ volumes.i =G L TSEE210F st P in pragress

6. Replication completes, as shown below.

Equallogic Group Manager

Volumes %" Recovery Yolume volumes.1

B croup TsEsI0Fast

=0 Volumes Activities Sl Acoess " Snapsiols Repiication " Collections " Schedules  Connet

B crootpyvz 3 Recovery Vol & -
-8 CFFTSGLSystem-TSEG210Fast General Yolume Information
B CFFTSOLTempdo-TSEE21 OFast Recovery Yolume
~@ crvesy MOME voglume el iscs) .estu_;ﬁge 3elneral settingsl 9.1 l_agl_gat Datahase-S :eﬂl
I access .. restricte olume name .. wolumes.! ications .. abaze-zerver =]
-8 crHva ::j‘;i; fads Aocess type read-write Reported size .. 1 GB V::tpualizaliun es REE|
-8 cFPAnDE Set offine iSCSI connections .0 Sector size ... 512 bytes Loct
@ CFPAWSLOG Set accesstype
-8 CFsaLAlwaysOnDE Delete valume
B CPSaLAwaysONLog hove volume Yolume and Snapshot Space
B crseLaoSecondaryLoy Folder
- CFSGLAOSecondayDE Wove o folder Storage pool SPACEPool
-8 CFSQLBIH Actess
- [ CFSGLDataE t0d access policy arou volume space
B crsallogr Add access polic Reported size ... 1.01 GE
-8 CFEQLSysD
B cFsQLTempohG Alarms 0 A1 o] Operations 0 E 1

@ CorpusDEl

i ieicibe Il Ciics | Viarrings  Actions | Graus Operaions LUl

-8 FTSGLDatal2-TSEE2 OF ast

-8 FTSGLData03-TSEE210F ast Eecitipolon e
(B FTSOLDataDs- TSES210F act Pl [EATLILIES i + complete (5 of 5)
@ FTSGLLag-TSEG21OF ast b Demate primary volume ThProc « complete
-8 MPHost-TSES210F ast L3 Create replica TSER210F ast « complete
@ TestsA Configure replication on recovery volume TSEG210Fast « complete
@ MPHO=t-TSEE21 OF ast Cancel primary volume replication in progress TMProd o complete
é . —t Set primary volume offling ThProd o complete

Note: If you do not plan to failback soon, set up a replication schedule on the recovery volume (section
3.1.1).
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5.1.7 Failback a recovery volume to primary

If a failure or maintenance in the primary group makes a volume unavailable, you can fail over to the
secondary group by promoting to a recovery volume (section 5.1.4) to allow hosts to access it. If the
primary group becomes available, you can failback to the primary group.

1. From the host operating system, disconnect active connections to the primary volume, if required.
2. In Group Manager, on the secondary group, select the Volumes view.
3. Right-click the recovery volume and select Failback to primary.

EqualLogic Group Manager

-
E volumes

= [0 % Recovery Volume vo

Activities

& Group TSEE210Fast
BQ Yolumes
G- B croomPyz

! & Recovery Volu... <&
- [ CFFTSGLSystem-TSEE210F ast

B CFFTSGLTempdb-TSEE21 OFast
B cravesy

B crrva

B crrawsDE

B crrawsLos

B crsalalwaysonDB

B creolalwaysohLag

B crsaLaosecondarylog

B crsoLaosecondayDB

B crsaleuH

Recovery Yolume
Modify wolume settings
Modify tags
Clone
et offline
Set access type
Delete wolume
Move valume

Folder
Move to folder

Access

B cFsoLDatse

B crsoLiogr

B crsaLsysD

B cFEoLTempdb

@ CorpusDE]

B FTSQLDatalt -TSEE21 OFast
B FTSoLDatal2-TSEE21 OFast
B FTS0LDatals-TSEE21 0Fast
B FTsaLDatal4-TSEE210Fast

Add access policy group
Al access palicy

Add hasic access point
Manage access policies

Snapshots
Modify snapshot policy
Create snapshot
Restore walume

Delete snapshats

B FTSOLLog-TSEG210Fast , | Schedules
B MPHost-TSEB21 DFast b Gresteschedule
@ TestSa, Replication

Replicate to partner
Modify replication settings
Replication Failback
Make promate permanent
Failback to pritaty
Demote to replics set

@ tMPHost-TSEE210F aist
é wolumes 1

[rul

E:J “olume Collections
J-1% Custom Snapshot Collections

H
H
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Click Yes to set the Recovery Volume offline and failback to the primary group.

Failback to primary -

The recovery volume will be set offline and remain offline urdil
the final replication is performed.

Set volume valume3.1 offline and continue?

5. Enter the account name and password.
6. Optionally, choose to Perform manual replication with the Manual Transfer Utility.
For additional information on the Manual Transfer Utility, refer to the Manual Transfer Utility
Version 1.2.3 Installation and User's Guide on eglsupport.dell.com
7. Optionally, choose Remember these credentials in this session.
8. Click OK.
Failback recovery valume -

Recovery Yolume volumes.1 9

Enter account credentials for managing the wolume on ThProd.
Account name: grpadmin

Pazsword: 88888
D Perform manual replication

|:| Remember theze crederntialz in thiz session

0K l [ Cancel
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The following occurs:

a. The secondary group performs one final replication to transfer any changes since the last
replication. This synchronizes the data between the two groups.
The secondary group demotes the recovery volume to a replica set (its original status).

c. The primary group promotes the failback replica set to a volume. It now contains all the data
that was in the recovery volume.

9. You can then connect to the volume again (section 5.1.5) from the host operating system using
the primary group discovery address.
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6.1.3
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Troubleshooting

This section addresses common problems with replication.

Replication fails due to lack of local replication reserve

Local replication reserve is the amount of space needed on the original group to keep track of changes
that occur to the volume while it is being replicated. A volume can run out of local replication reserve if
the volume grows in size (for example, a thin-provisioned volume that increases automatically), or if more
data is written to the volume than originally planned.

If a replication fails because there is not enough local replication reserve, do one or both of the following:

e Increase the replication reserve if there is enough free space on the group
e Allow the volume to borrow from free pool space (free space must be available). For more
information on space borrowing, refer to Space Borrowing for Snapshots and Replicas.

Replication times out or cannot complete before the next scheduled

replication

If you have a very large, busy volume with data that changes frequently, a lot of data must be replicated at
each scheduled interval. If your replication schedule is set to replicate too often, the previous replication
may not have had time to complete before the next one is scheduled to begin. You can try any or all of
the following:

e Increase the interval between replications to allow more time for transfers to complete.

o |If the network is too congested at the times the schedule is trying to run, adjust the run time to a
less-busy time of day.

e Increase network bandwidth, or add a WAN optimizer.

e For very large transfers, or if the network bandwidth is insufficient, use the Manual Transfer Utility
to transfer the data using removable media, taking the replication completely off the network.

Note: You cannot create a schedule for manual transfers. For additional information on the Manual
Transfer Utility, please refer to the Manual Transfer Utility Version 1.2.3 Installation and User's Guide on
eqglsupport.dell.com.

Not enough replicas are being kept

If you have adjusted the frequency of a replication schedule and are now replicating more often but
transferring less data each time, you may want to increase the number of replicas being stored on the
partner.

For example, if you originally set up a schedule to replicate once per day and keep a week’s worth of
replicas (7), but then increase the frequency to twice per day, the replica set will still contain only 7
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replicas; that is, 3.5 days’ worth of replicas, not 7 days. Therefore, in this scenario, you could increase the
maximum-keep value to 14.

You can increase (or decrease) the maximum-keep value at any time. Additionally, you may also consider
increasing the volume's replica reserve to handle the increased number of replicas you want to keep.

Interactions with other programs that create replicas

If you are using Dell PS Series Host Integration Tools such as Auto-Snapshot Manager/Microsoft Edition
(ASM/ME) or Virtual Storage Manager for VMware (VSM/VMware), it is important to understand the
replication interactions with Group Manager.

Administrators of the PS Series group can create replicas manually, through schedules, or both. This is also
true for administrators using ASM/ME and VSM/VMware. Replicas created by any of these methods all use
the same space on the replication partner. Therefore, if you have a schedule that runs through ASM/ME or
VSM/VMware, and a schedule on the same volume running through Group Manager, those replicas will
compete for the volume’s replica reserve.

Similarly, administrators of both the PS Series group and ASM/ME or VSM/VMware can use replicas to
restore volumes and to replicate back to the original group. Therefore, avoid having multiple
administrators attempting to replicate the same volume using different methods.
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A Additional resources

Al Technical support and customer service

Offering online and telephone-based support and service options, Dell support service can answer your
questions about PS Series arrays, groups, volumes, array software, and host software. Availability varies by
country and product, and some services might not be available in your area.

Visit Dell.com/support or call 800-945-3355 (United States and Canada).

For international support of Dell PS Series products, visit
http://www.dell.com/support/contents/us/en/555/article/Product-Support/Dell-Subsidiaries/equallogic

Note: If you do not have access to an Internet connection, contact information is printed on your
invoice, packing slip, bill, or Dell product catalog.

For PS Series software and documentation, visit eglsupport.dell.com.

A2 Dell online services

Learn more about Dell products and services using this procedure:

1. Visit Dell.com or the URL specified in any Dell product information.
2. Use the locale menu or click on the link that specifies your country or region.

A3 Dell PS Series storage solutions

To learn more about current and upcoming Dell PS Series solutions, visit the Dell TechCenter site:
http://delltechcenter.com/page/EqualLogic. Here you can find articles, demos, online discussions,
technical documentation, and more details about the PS Series product family.

For PS Series technical content, visit the EqualLogic Technical Content page on Dell TechCenter.

Dell Storage technical content can be found on the Storage Applications Engineering page.

A4 Related documentation

See the following referenced or recommended resources related to this document.

o Dell PS Series Group Manager Administrator’s Manual at eglsupport.dell.com

o Manual Transfer Utility Version 1.2.3 Installation and User's Guide at eglsupport.dell.com
o Dell PS Series Group Manager CLI Reference Guide at eglsupport.dell.com

o Dell Equallogic PS Series Array: Understanding Synchronous Replication (SyncRep)

o Space Borrowing for Snapshots and Replicas
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