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Executive summary

1 Executive summary

With OpenManage Essentials (OME) version 2.5, basic and intuitive guidance is now provided to set up first
restart and update network settings in a server configuration template. These are very common use cases
intercepted in a serverds | ifecycle.

This technical white paper discusses about:

1 Configuring VLANSs on Dell EMC Networking IOAs included within server template deployment
workflows.

1 Stateless computing provides a powerful abstraction that allows workloads to seamlessly move from
hardware to hardware and scale workloads. Maintaining a stateless environment and quickly
responding to errors is difficult.

1 The device configuration features (deploying bare-metal devices and auto deployment) have
changed, and are important to understand in order to compliment the stateless feature set. Best
practices and troubleshooting for the stateless and bare-metal deployment are also included.
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Features discussed in this technical white paper

2 Features discussed in this technical white paper

Comprehensive use case examples for using OME device configuration features
Requirements and setup for using the features

Create a template from a server

Edit a server template to configure first restart and network settings

Create a virtual /0O pool

Create and deploy a compute pool

Deploy a template to a server

Deploy VLANSs on server facing ports of IOAs during template deployment on the server
Deploy a template to undiscovered devices by Service Tag (Auto Deploy)

Deploy an ISO image from your network to the server.

=A =4 =4 -4 -4 -4 -4 -4 -4 -
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Prepare OME for device configuration

3 Prepare OME for device configuration

Device prerequisites and file share settings are required to use the deployment features in OME. This section
describes the device requirements, configuring the file share settings, and troubleshooting the file share
settings.

3.1 Target device requirements
1 For 12th and 13th generation of PowerEdge servers, the minimum supported version of iDRAC is

2.30.30.30.
1 For 14th generation PowerEdge servers, the minimum supported version of iDRAC is 3.00.00.00.

Additional requirements to enable Deploy operation on the server:

91 Server configuration for OpenManage Essentials license installed on the iDRAC. This is a separate
license from the iDRAC license.

1 IDRAC Enterprise or iDRAC Express license. Thisisadi f f erent |l icense from tfF
for OpenManage Essentialsd |license.

Target IOA requirements for VLAN configuration:

1 Supported models:
a. PowerEdge M 1/0O Aggregator
b. PowerEdge FN410S
c. PowerEdge FN410T
d. PowerEdge FN2210S
1 Supported modes:
a. Standalone
b. Virtual Link Trunk (VLT)
c. Programmable MUX (PMUX)
1 Supported versions of Dell EMC Networking OS firmware are 9.10.0.0, 9.10.0.1P10, 9.11.0.0, and
9.11.2.0.

3.2 Redfish streaming support
With OpenManage Essentials version 2.5, the device configuration and deployment feature now makes use of
i DRACO s dwearhihg irgelface.

1 For PowerEdge servers, the minimum supported version of iDRAC is 2.50.50.50 and later for Redfish
support.

With Redfish streaming support available, the existing file share option becomes redundant. The file share
can be disabled, as described in the later sections. It is highly recommended to upgrade iDRAC to the
minimum supported version.
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Prepare OME for device configuration

3.3

3.3.1

3.3.2

File share settings

The device configurationandde pl oyment f eature now makes use of i
servers not having the minimum supported iDRAC version 2.50.50.50, it would require a staging area (file
share). This section describes about the file share and setting up the file share.

File share requirement explanation

The file share is a staging area for deployment. To use the deployment features, the file share is required to

send and receive configuration files to and from a device. During create or deploy task, configuration files will
briefly exist in the file share folder. After the completion of create or deploy tasks, the file is deleted. Security
attributes (passwords and other sensitive data) are not included in the file.

Set up file share

The file share settings must be entered in OME. The file share settings require a username and a password
of a user who has privileges to read and write files on the OEM system. During the deployment or
configuration task, the username and password are sent to the remote targets to access the file share. Using
an administrator account is recommended.

1. Navigate to the Deployment portal.
2. Inthe left pane, click File Share Settings under the Common Tasks section.
3. Type the user name and password in the File Share Settings dialog box.
4. If there are server devices being managed without having minimum supported iDRAC version
2.50.50.50, click the Allow using file share for Device Configuration feature on server check box.
If IDRAC on all server devices has been upgraded to version 2.50.50.50 or later, you do not select
this check.

File Share Settings i

File Share Settings

The Device Configuration feature requires a file share on the OpenManage Essentials server for all operations done on a
chassis.

It iz recommended fo avoid using the file share because of security reasons in the Windows operating systems.

To use Device Configuration feature on chassis, type the credentials that will be assigned and used for accessing the file share.

Domain \ Usemame: | MAdministrator |

Password: |"uu|""u"n |

File Share Status: Ok

|| Allow using file share for Device Configuration feature on server

Help [ Cancel H Apply ]

Figure 1 File share settings
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Prepare OME for device configuration

5. Click Apply.
If the Allow using file share for Device Configuration feature on server check box is selected, a

message is displayed to upgrade servers to latest firmware:

WYWaming B3

It iz recommended to upgrade servers to the lafest firmware version to use the
streaming functionality, which does not use file share.

O wou want to procesd?

ves J[_ Mo ]

Figure 2  Firmware Warning

6. Click Yes to continue to use file share.
7. After configuring the file share, if at later time the check box is cleared, a message is displayed to indicate
the configuration compliance of servers will be lost which have iDRAC version earlier than the minimum

supported version of 2.50.50.50
Waming 5

If you do not use file share, aszociated servers without the supported fimware
will no longer be available for the configuraticn compliance feature.

Do you want to procesed?

e | mo |

Figure 3 ~ Compliance Warning
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Edit server configuration template in a guided manner

4

11

Edit server configuration template in a guided manner

Conventionally, editing the configuration template has been difficult in OME, as all the attributes are
presented in one view. One must identify all the attributes to be edited to enable/disable a particular feature.
To simplify most common use cases of a serverds |

1 Configure first boot
1 Update network settings

User friendly controls are presented and can be used to configure a server template as per the requirements.
The edited template can be saved without the necessity of a set of attributes that got added or updated. Also,
such template can be deployed on intended target servers by using the existing workflows.

Noted Creating the template and deploying the template have requirements for the OME system and for the
target devices.

1 To review the requirements for creating the template, see Requirements for creating a template.
1 To use the guidance for editing the template, see Guidance on template editing.
1 To review the requirements for deploying the template, see Deploy requirements.

Server Hardware Provisioning and OS Deployment by using Dell EMC OpenManage Essentials DELLEMC
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Understand the differences between bare-metal and stateless deployments

5

12

Understand the differences between bare-metal and
stateless deployments

Bare-metal and stateless are the two methods of deployment available from OME version 2.1 onwards. The
primary differentiator between these is who controls the virtual identities assigned to the device.

In bare-metal deployment, the user defines the identities and manually enters these into OME. This could also
be considered manual identity deployment. The benefits of this is that the user can choose exactly which
identity gets tied to each interface. The drawbacks are that the user must manually type this in and must also
make sure not to reuse an identity on multiple interfaces. Also, for this mode, the use of compute pools is
optional.

Stateless deployment allows the user to define a range of identities as a Virtual 1/0 pool, and then OME will
manage the assignment of the pool and automatically assign identities from the pool to devices. This
expedites the deployment process and removes the burden from the user for ensuring an identity is not
accidentally reused. Compute pools are required for this mode.
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Deploy the template in stateless environment

6 Deploy the template in stateless environment

Example use cased You want to deploy and manage servers in a virtualized environment connected to a
storage area network. You want the configuration of one well-formatted server deployed to other servers, and
you want the servers to use virtual identities created from manageable virtual identity definitions.

To accomplish this use case:

1. Get the configuration from the device that is already configured and saved in OME as the template.
See Creating the template from the reference device.
2. Create the definitions of the identities you wish to deploy. This is accomplished in OME by creating a
fVirtual /0O poold See Creating Virtual I/O pools.
3. Create a deployment definition that describes what to deploy and what servers to deploy against. This
is accomplished in OME bySeeCraint gommute pooldi Comput e Poo
4. Deploy the compute pool deployment definition to the target devices. See Deploying the compute

pool How to deploy.

Noted Creating a template and deploying a template have requirements for the OME system and the target
devices.

1 To review the requirements for creating a template, see Requirements for creating a template.
1 To review the requirements for deploying a template, see Deploy requirements.
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Replace a server in stateless environment

7 Replace a server in stateless environment

Example use cased A server in your stateless environment experienced a hardware failure. You must
transfer the workload of the failing server to a new server.

Prerequisites:

1 The source device must have been deployed from OME from a compute pool by using Virtual 1/O.
1 The target device must be in the same compute pool as the source.
1. Add the target device tmettaHe d&dRepd wrep s e Weddirdy f B anro
devices to the f Rreepguarlpdo sdee.vancde Byjaroeu p
2. Add the target device to the compute pool of the source device if it is not already.
3. Complete the replace server wizard to initiate the replace server task.
4. Verify the task succeeded in the task execution history.

Noted The virtual identities of the source server are deployed to the target server during this operation. If
OME is unable to connect to the source and physically remove the identities, it will lead to network conflicts
later if it is reconnected to the network. The wizard will not be accessible if the prerequisites are not met.

14 Server Hardware Provisioning and OS Deployment by using Dell EMC OpenManage Essentials DELLEMC



Reclaim virtual identities deployed by OME

8 Reclaim virtual identities deployed by OME

Example use cased A production server with a specific workload needs retired, and you wish to reclaim all
the virtual identities so OME can reuse these later.

Prerequisites:
The source device must have been deployed from OME by using a compute pool by using Virtual I/O.

1. Complete the reclaim identities wizard to begin the reclaim process.
2. Verify the task succeeded in the task execution history.

Note--It is possible to reclaim the identities for reuse in OME, whether or not the device is still visible in OME.
However, if the device was already deleted from OME, the reclaim operation will not be able to physically
remove the identities from the device, and if it were to be reconnected to the network in that case, it could
result in network conflicts if the identities have been reused. The wizard will not be accessible if there are no
deployed identities to reclaim.

15 Server Hardware Provisioning and OS Deployment by using Dell EMC OpenManage Essentials DELLEMC



Deploy the template to a bare-metal device

9 Deploy the template to a bare-metal device

Exampleusecased based on y o urreqdiements, goa cohfiguretakthe settings of one server.
You have a new bare-metal device or device you want to repurpose. You want to copy all of the settings of
the configured device and apply them to bare-metal/repurpose device.

To accomplish this use case:

1. Get the configuration from the device that is already configured and save it in OME as a template.
See Creating the template from the reference device.

2. Add the target device (the bare-metal device) to the fRepurpose and Bare-metalodevice group. See
Adding devices to thmetiRld®ud®wisee agqido BT e

3. Deploy the template to the target device. See Deploying the template.

Note: Creating a template and deploying a template have requirements for the OME system and for the target
devices.

1 To review the requirements for creating a template, see Requirements for creating a template.
1 To review the requirements for deploying a template, see Deploy requirements.
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Configure VLANSs on server-facing ports of IOAs along with server deployment
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Configure VLANS on server-facing ports of IOAs along with
server deployment

Example use cased You are using VLAN tagging in your networking infrastructure to control packet flow.
Additionally, you are using specific VLANs to control communication with modular servers enforced by

chassis IOAs. Basedonyour data centerdéds needs, vy o modalaresefvergrauwr e
have a new bare-metal/repurpose modular server. You want to copy all the settings of the configured modular
server and apply them to a bare-metal/repurpose modular server along with the VLANSs that you want to
configure on connected ports of chassis IOAs.

To accomplish this use case:

1. Add the target server (the bare-metal device) to the fRepurpose and Bare-metalddevice group. See
Adding devicesto  t he fARepur pnoestea ladn dd eBraircee gr oup

2. Deploy the template to the target server along with the VLAN configuration of the associated IOA
ports. For configuring VLANSs on IOAs placed in CMC chassis, see Configuring VLANS on the server-
facing ports of IOAs during template deployment on the server. For configuring VLANs on MX7000
chassis, see Configuring VLANS on server-facing ports of IOAs in MX7000 chassis during template
deployment on the server.

Noted Creating a template and deploying a template have requirements for the OME system and for the
target devices. Additionally, associated chassis IOAs must be discovered in OME and should meet minimum
requirements for the VLAN configuration step to succeed. See Target device requirements.

1 To review the requirements for creating a template, see Requirements for creating the template.
1 To review the requirements for deploying a template, see Deploy requirements.

Server Hardware Provisioning and OS Deployment by using Dell EMC OpenManage Essentials DELLEMC
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Automate hardware configuration and operating system deployment (auto-deploy) of recently ordered devices

11 Automate hardware configuration and operating system
deployment (auto-deploy) of recently ordered devices

Example use cased your Company orders several new devices. The devices are shipped and may come in
at different times. When a device is connected to the network, you want a template you created deployed to
the device and for the devices to boot to an ISO on your network.

Noted Auto-deploy is only for devices that have not been discovered by OME. To deploy on devices
discovered by OME, see Deploying template to bare-metal devices.

To accomplish this use case:

1. Create a template from a configured device or sample template. See Creating the template from the
reference device.

2. Add deployment instructions for the devices (auto deploy entries) you want automatically configured
after they are discovered. Devices are added by Service Tag. See How to setup auto deploy of a

template.
3. Discover the devices in OME when the devices are running and connected to the network.

Noted Creating a template and auto deploying a template has requirements for the OME system and for the
target devices.

1 To review the requirements for creating a template, see Requirements for creating a template.
1 To review the requirements for auto deploying a template, see Auto deploy requirements.
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Hardware setup for the stateless environment

12 Hardware setup for the stateless environment

This section covers the hardware setup and best practices for configuring an environment for stateless
computing.
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Create templates

13 Create templates

Understanding and creating templates is necessary for using the deployment and configuration features. This
section explains the template and how to create the template from a reference device or from a file.

13.1 Template definition
A template is a collection of attributes that describe the settings of a device. The settings describe the
behavior of a deviceds hardware. A device may have se
hardware. An attribute is a name value pair that describes a particular setting of a device. OME installs with
sample server templates for specific use cases. A user can deploy, edit, clone, delete, or rename a template.
Sample templates must be cloned to deploy or use for compliance.

13.2 Requirements for creating the template

To create a template from a reference device:

1 The file share must be configured. See Setting up file share.
1 The device must meet the minimum requirements for the deployment and configuration features. See
Target device requirements. To create a template, a server does not require a license.

13.3 Create the template from the reference device

This section describes how to create a template from a discovered device. Theér ef er ence devi c e
that has been discovered in OME, configured a desired way and the functionality of the device is intended to

be replicated on other devices. The reference template is crucial to the success of configuring your other

devices. Make sure that the reference device is correctly configured before you create a template from it.

13.3.1 Create the template from the reference server

Navigate to the Deployment tab.

In the left pane, under Common Tasks, click Create Template.

In the Create Template dialog box, enter a unique name for the template.
Select Create from Device.

Select the target server from the device tree.

aprwDdPE

Noted Alternatively, you can select the target by entering the device name or Service Tag in the search box
next to Create from Device.

6. Enter the user credentials in Execution credentials.

Noted Enter the administrator user name and password on the target iDRAC.
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. Create Template Wizard 5 ]

Create Template

Mame: |D||3;:|I|:|3-r Template |

I Create from File Browse

I#) Create from Device [:idl—cn}D?DHHSZ ]

Device Type: (s) Server () Chassis () MX Chassis () 104

Mote: Only those servers that have the supporied firmware are available for selection. To select the servers, upgrade
to the latest firmware version, or use the file share seftings.

) Al applicable Devices
RAC
Maodular Systems
[ Repurpose and Bare Metal
idrac-D7DHH32
QEM Devices

Execution Credentials

User Mame: | root |

Password: | FEEEERERERRERE |

Help [ Cancel “ Finish ]

Figure 4  Create template from reference device wizard

7. Click Finish.
8. Click Ok.
A task is created.

9. To view the created task, click the Tasks tab in the Deployment.
10. To view the progress of the task, look at the Task Execution History grid.
11. To view the details of execution history, double-click the task execution history entry, or right-click the task
execution history entry.
12. Select Details.
The information about the issues (such as incorrect credentials) is displayed. If the task is successful,
the template is created and displayed in the Server Templates tree.
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13. If the task is unsuccessful, right-click the task execution history or the task, and then click Run.

Noted Enter the iDRAC credentials to run the task again.

13.4 Creating the template from an XML configuration file
The following section describes how to create a template from an XML configuration file. Configuration XML is
used for server templates. A configuration file can be obtained by exporting a template to file in OME.
Configuration template files are also available on the Dell TechCenter pages.

13.4.1 File requirements
XML files used for the template must meet the following requirements:

T Must be well formed
1 Must contain at least one attribute

13.4.2 Creating the template from the XML file

14. Navigate to the Deployment tab.

15. In the left pane, click Create Template under Common Tasks.

16. Enter a unique name for the template.

17. Select Create from File.

18. Click Browseand browse to the filebdbs |l ocation.
19. Select the file and click Open.
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[ Create Template Wizard i ]

Create Template

MName: |Ten1p|ate from File |

(#) Create from File Browse

MXT 40c Server Template - All Attributes xml
[ Create from Device Search Dewvices

Device Type: Server Chassis MX Chassis 104

Mote: Only those servers that have the supporied firmware are available for selection. To select the servers, upgrade
to the latest firmware version, or use the file share settings.

[} all Applicable Devices

B HEH &

Help Cancel H Finish J

Figure 5  Create template from file wizard

20. Click Finish to create the template.
The template name is added to the Server Templates tree.
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13.5 Guidance about editing templates in OpenManage Essentials

The following section describes how to edit the server configuration template to enable or disable certain
features. Supported use cases:

Configuring first boot settings.

Enabling/disabling partitioning on capable NICs.

Editing IOA VLAN attributes with respect to modular servers.

1 Configuring VLAN attributes for MX7000 compatible modular servers.

=a =4 =4

Note: Use case configuration options are derived based on the capabilities of the (template) source server.
For example, if a FC card is not available in the server, FC boot cannot be configured in the template created
from it.

Although support, templates that are created from file and edited using this workflow, might fail to deploy on
identical targets. To have best results, it is recommended to use templates that are directly created from
source server in OME.

13.5.1 Defining First Boot configuration

Using this section of template settings, the following boot parameters can be defined:

1 Boot mode i UEFI or BIOS
1 Boottypei hard drive (HDD), PXE, FC, or FCoE
1 Boot sequence and hard drive sequence

Boot Type BIOS Mode UEFI Mode |
Hard drive \ \Y
PXE v Y
FC v U
FCoE v U
iSCSI U U

Table 1 Supported boot types for selected boot mode

Note: FC and FCoE boot types require target storage controller WWPN and LUN ID to be provided for
successful boot-up after deployment. Second storage target details can also be provided optionally while
setting up FC boot.

To enable FCoE boot in the server template:

Navigate to the Deployment tab.

In the left-hand side navigation tree, select the template under Templates A Server Templates.
In the right corner of the screen, select Boot and Network Configuration tab.

Expand First Boot Configuration panel.

Select FCoE under Select Boot Type.

Provide target storage WWPN under First Target WWPN.

Provide target LUN Id under First Target LUN Id.

Click Save to make the changes to the template.

el S A A
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Note: While configuring first boot, boot mode cannot be changed in templates created from 13" generation of
servers and onwards. This is a limitation as the profile XML provides boot sequence and other attributes for
current boot mode only.

Deployment Reports Settings Logs Tutorials Dell EMC Solutions
Deployment

Deploy Device Configuration Portal ~

Search device, ranges, and more... ]

: Server Template 1 ?
Getting Started for Deployment
Deployment Portal Boot and Network Configuration I Attributes I IOA VLAN Attributes
-
nao

|| Save

Create Template

Create Virtual 10 Pool

(~) First Boot Configuration
Create Compute Pool -

Deploy Template

Select Boot Mode (=) BIOS UEFI
Setup Autc Deployment et sitrbutes for UEF] mads 2re net susilable
Manage Auto Deployment Credentials _ _
. i Select Boot Type (_) Hard Disk (_) PXE FC @ (*) FCoE iscs1 @
File Share Settings
Replace Server First Target WWPN|21:00:00:20:80:05:05:04 |

Reclaim Identities
Templates ~

B- Server Templates

First Target LUN Id |o |

(% | More Settings

|
B Samples

T

(™) Network Interface Settings

Figure 6  Configure FCoOE boot in a server template

Noted For templates created from (and deployed to) 12t generation of servers or later running with older
firmware, PXE boot in UEFI mode will not work. Nor will it get identified in the template if set so. To resolve
the problem, update the iDRAC firmware to the latest version available.

After you configure the required boot type, if required, change the boot sequence and hard drive sequence
also. Sequence changes are not allowed beyond the scope of the selected boot type when it cannot be
satisfied.

For example, if the boot type is changed to FCoE, capable NIC instance (say, Integrated NIC 1 Port 1
Partition 1) available in the boot sequence will be automatically selected to be booted from (made first entry in
the boot sequence). One can make another capable NIC instance (say, Integrated NIC 2 Port 1 Partition 1) as
first entry in the boot sequence when required.

Do the following when you are clear about the desired end result:

1. Expand More Settings under First Boot Configuration.
2. Change Boot Sequence and/or Hard Drive Sequence.
3. Click Save to make the changes to the template.
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-_.-ﬂ-::l First Boot Configuration

Select Boot Mode i*) BIDOS LEFI

Bt attributes for LFEF] mods are not available

Select Boot Type (*) Hard Disk (_) PXE FC@p  FcoE @ iscsT @

.__.a.:. More Settings

Boot Sequence Hard Drive 1-1
FQDD: HardDisk List 1-1

Embedded NIC 1 Port 1 Partition 1
FOOD: NIC.Embedded.1-1-1

1 I [ »

KN

Hard Drive Sequence Disk on Embedded SATA Port B-1
FQDD: Disk.SATAEmMbedd=d.B-1

Disk on Embedded SATA Port A-1
FOD: Disk. SATAEmbedded 4-1

C

KI

Figure 7 Change hard drive sequence

13.5.2 Update network interface settings

26

Under the Network Interface Settings section, all network interfaces and Fiber channel cards that are
available in (template) the source server are listed with following details:

User friendly name with location

Type of fabric: NIC, CNA, or FC

Port layout

Partitioning capability and option to enable/disable it

Min/Max bandwidth allocation per partition

IOA VLAN attributes corresponding to network ports (for modular server templates only)

=A =4 =4 4 -4 A

Following use cases can be achieved by using this section of template settings:

1 Enable or disable partitioning on capable cards
91 Allocate minimum and maximum bandwidth for each partition
1 Assign tagged VLANs and untagged VLAN per port

Noted Dual port card will always provide four partitions per port. However, Quad port card will always provide
2 partitions per port. Also, cards that can support more number of virtual functions per port than defined here,
are not supported yet. However, if tried, template deployment might eventually fail. Example cards: Intel(R)
10GbE 2P X710-k bNDC, Emulex OCm14102-U5-D - F8:BC:12:FB:00:02, etc.
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Follow these steps to enable partitioning and allocate minimum and maximum bandwidth per partition on a
network interface card in the server template:

© NG hA~wWNPE

Navigate to the Deployment tab.
In the left pane select the template under TemplatesA Server Templates.
Select Boot and Network Configuration tab in the right side template details.
Expand Network Interface Settings.

Expand network interface card of your choice.
Select the Enable check box.

Select Minimum Bandwidth (%) and Maximum Bandwidth (%) for each partition of the port.
Click Save to make the changes to the template.

Noted During the deployment of edited templates,

target

serverods i DRAC

mi ght

depending on configuration template settings. For example, enabling partitioning on an un-partitioned network

interface card.

Deplnyment Reports Settings Logs Tutorials Dell EMC Solutions Search device, ranges, and more... ]
Deployment

Deploy Device Configuration Portal ~

Getting Started for Deployment
Deployment Portal

Create Template

Create Virtual 10 Pool

Create Compute Pool

Deploy Template

Setup Auto Deployment

Manage Auto Deployment Credentials
File Share Settings

Replace Server

Redlaim Identities
Templates -~

B~ Server Templates

|
B- Samples

T

B- Chassis Templates

I
B Samples

— IOA Templates
Compute Pools

— Repurpose and Bare Metal
Virtual I0 Pool

— Virtual 10 Pools

Figure 8

Server Template 1

Boot and Metwork Configuration | Attributes I 10A VLAN Attributes

() First Boot Configuration

[ Network Interface Settings

| Undo || Save

() NIC ChassisSlot 2

() Integrated NIC 1

Port1

Fabric Type CNA
Port Layout 2 Port
Partitioning || Enzable

Tagged VLAN(s)

|
Partition @ Minimum Bandwidth (%) J§ Maximum Bandwidth (%)
1 10 80
2 20 80
3 10 80
4 20 %0 |
Port 2 Tagged VLAN(s)
Partition @ Minimum Bandwidth (%) §§ Maximum Bandwidth (%)
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2 20 90
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4 20 90 |

Untagged VLAM

| E—

Untagged VLAM
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To assigntagged VLANand u

1. Expand the required NIC.

Enable partitioning on a network interface card

ntagged VLAN
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2. Type the values in the Tagged VLAN(s) and Untagged VLAN boxes corresponding to Port 1 and

Port 2.

3. Click Save to make the changes to the template.

.__;:. Network Interface Settings

(] NIC ChassisSlot 2
() Integrated NIC 1
Fabric Type CNA
Port Laycut 2 Port
Partiticning || Enable
Port 1 Tagged VLAN(s) |2-1DD Untagged VLAN 1
Port 2 Tagged VLAN(s) |2-1DD Untagged VLAN 1
Figure 9  Assign tagged VLANs and untagged VLAN

13.5.3

Edit IOA VLAN attributes in server template

This section describes how to edit and assign IOA VLAN attributes for a template created by using the
modular server. To enable VLAN assignment on the server-facing ports of IOAs during the deployment of

confi

guration template on sever:

Noted I0A VLAN Attributes will only be available with templates created by using modular servers.

PoobdPE

Navigate to the Deployment tab.
Select the template under Templates A Server Templates in the upper-left corner.
Select IOA VLAN Attributes tab.
Type the values in the Tagged VLAN(s) and Untagged VLAN boxes corresponding to the ports that you

need to configure.

5. Click Save to make the changes to the template.
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LELIGIUN T8 Reports Settings Logs Tutorials Dell EMC Solutions Search device, ranges, and more... ]
Deployment
Deploy Device Configuration Portal ~ IS
: M620 Template ?
Getting Started for Deployment
Deployment Portal Boot and Network Configuration | Attributes | I0A VLAN Attributes
| Undo || Save |
Create Template e —
Create Virtual 10 Pool Drag a column header and drop it here to graup by that column Totab 4 Modified: 2
Create Compute Paol [=] Deploy Modified Y NIC Y Fabic ¥ % Tagged VLAN(s) ¥ Untagged VLAN T
Deploy Template
|+ Yes NIC.Integrated.1-1-1 = A1 1-100 101
Setup Auto Deployment
. () Yes NIC.Integrated.1-21 A2 1-100 ].Dll
Manage Auto Deployment Credentials
File Share Settings =}
Replace Server J
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Templates ~

B- Server Templates

!
B- Samples
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B- Chassis Templates
B- Samples
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Sample - VRTX Chassis
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Figure 10 Edit IOA VLAN attributes

13.5.4 Edit VLAN Configuration in MX7000 compatible server template
This section describes how to edit and assign VLAN attributes for a template created by using the modular
server compatible with MX7000 chassis, to enable VLAN assignment on the server-facing ports of IOAs
during the deployment of configuration template on sever:

Noted VLAN Configuration will only be available with templates created by using modular servers compatible
with MX7000. For editing IOA VLAN Configuration for other models of modular servers, see Editing IOA
VLAN Attributes in server template.

Unli ke VLAN configuration in CMC chassisé | OAs where
configuration is a two-step process here. Firstly, named networks are created for required VLAN IDs and then
these networks are assigned to ports of IOAs.

Navigate to the Deployment tab.
Select the template under Templates A Server Templates in the upper-left corner.
Select MX Chassis Networks tab.
Click Add New button.
In the Add Network dialog, enter following attributes and click Ok button for creating a new network.
1 Name
1 Description (optional)
1 VLANID
1 Network Type

e
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Add Network
Name:
Description
VLAN 1D

Network Type: VM Migration e

Cancel ok

Figure 11  Add new network

After the networks are created for required VLAN IDs, click Save.

Navigate to VLAN Configuration tab for the assignment of networks to ports in the NICs.

Check Deploy column to enable the configuration to be considered for deployment.

In the Tagged VLAN(s) column, select network(s) from the drop-down menu corresponding to each port.
10 In the Untagged VLAN column, select network from the drop-down menu corresponding to each port.

© N
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File Share Settings
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Figure 12 Edit VLAN attributes

11. After networks are assigned to the ports, click Save to make the changes to the template.
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14

14.1

14.2

14.2.1

14.2.2

Create virtual I/O pools

Virtual I/O pools simplify identity management in the OME. This section describes how to create the Virtual
I/0O pool from a prefix definition or an import file. Also, about how to increase the size of Virtual I/O pool and
lock or unlock the Virtual I/O pool.

Virtual 1/0O pool definition

The Virtual I/O pool is a definition of identity types that describe identities and determines the identities OME
will generate. A Virtual 1/O pool may contain identity definitions for different types of identities.

Types of identities

Virtual I/O pools may contain different identity type definitions. Identity types define the identity properties
required for a specific network protocol. For example, Ethernet MAC address.

An identity type is defined by specifying the start address and the actual number of identities (except for IQN
which is defined by an IQN seed string) or by importing identities from the file. All the generated identities of
the specific identity type will begin with the provided start address. OME uses last 3 octets for generating the
necessary number of Ethernet identities, and last 5 octets in case of WWNN and WWPN identities for the
same purpose. Imported identities must be unique and pass the restriction checks mentioned below. Imported
identities are used as it is by OME.

MAC address definition

MAC address is used to define virtual MAC address properties. It is recommended to define this in all the
SAN types.

An example of MAC address is 00-14-22-01-23-45. Note that this will vary based on the environment and
vendor HBA cards.

Restrictions: MAC address prefixes cannot be a multicast address. A multicast address is an address with a
value of 1 in the least-significant bit of the first octet. (Therefore 01, 03, OB etc. are not allowed).

Defined by:
i Start address
1 Number of identities or imported identities

World Wide Node Name (WWNN) definition

WWNN address is used to define virtual WWNN address properties. It is recommended to define this in FCoE
and FC environments only.

For example, 21:00:00:e€0:8b:05:05:04 is the identity for QLogic HBA card. Please note that this will vary
based on the vendor HBA cards.
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Restrictions:

WWN address prefixes require a NAA value of two, five or six. An NAA value (Network Address Authority) is a
4-bit field used to guarantee uniqueness of WW names. The NAA value is the first four bits of the address (so,
the address must start with 2, 5 or 6).

Defined by:
1 Start address
1 Number of identities or imported identities

14.2.3 World Wide Port Name (WWPN) definition

WWPN address is used to define virtual WWPN address properties. It is recommended to define this in FCoE
and FC environments only.

Restrictions:
WWPN address prefixes have the same NAA restrictions mentioned in the section above.
Defined by:

9 Start address
1 Number of identities or Imported identities

14.2.4 1QN Definition

IQN addresses are used to define virtual IQN addresses. It is recommended to define this in iISCSI
environments only.

An example for IQN is: ign.2001-09.com.example:mystorage.diskl.testl.abc
Restrictions:

1 Value cannot be empty
Defined by:

1 IQN seed string or imported identities

14.3 Create Virtual 1/0 pools

The Virtual 1/0 pool can be created from the deployment portal. The Virtual I/O pool may contain an identity
definition for each identities. Multiple definitions for a single identity type is not allowed. The Virtual 1/0 pool
may contain identity types defined by combination of start address along with necessary number and/or
import files. To create the Virtual /0 pool:

Navigate to the Deployment tab.

In the left pane, click Create Virtual I/O pool under Common Tasks.

Type the unique name (and optionally a description), and then click Next.
Type the MAC address, number of identities, and then click Next.

oo
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5. Type the WWNN address and number of identities if the stateless environment is FC or FCoE or clear
the Include Fiber Channel WWNN Identities in the Pool check box, and then Click Next.

6. Type the WWPN address and number of identities if the stateless environment is FC or FCoE or clear
the Include Fiber Channel WWPN Identities in the Pool check box, and then Click Next.

7. Type aniSCSI IQN string if the stateless environment is iISCSI. Otherwise, clear the Include IQN
Identities in the Pool check box, and then click Next.

8. Review and click Finish.

Create Virtual I0 Pool
Create Virtual IO Pool FCoE Nede Name Identities

® ® ® © 6 0

‘ Name and Description Ethernet Identities FCoE Node Name |dentities FCoE Port Mame |dentities

Define FCoE Node Name Identities

WWNN addresses are required for FC and FCoE communications. This step wentifies the set of WWHNN addresses that this pool can use when assigning virtual WWHNN addresses 1o largel servers,
Please note that in certain vendor specfic cases the prefix or imported values defined here may not match the value deployed to the device

" Include Fibre Channel WWRNN Identities in the Pool

=) Specify the start address:
20|: OO|: 00|: UOl: DOl: D(Jl: D(JI: (J[JI
Number of Identities: | 1000
_) Import from file:
Help Cancel Back
|

| Rptiext el

Figure 13 Defining WWNN identities by start address and size

14.3.1 Create an identity type definition from an import file

An identity type may be defined by using an import file. This section covers the file requirements and how to
import the identities from a CSV file.

14.3.1.1 File Requirements
The imported file must meet the following requirements:

The file must have a CSV extension.

il
1 Identity types are limited to 10,000 imported identities. Any identity over this count will be discarded.
1 The CSV file must have a column title. The title may be any name.

)l

Imported items must meet the requirements in the Types of identities section above.
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14.3.1.2

14.4

14.4.1

14.4.2

14.5

Import identities from a CSV file
To import identities from a file:

1. Under the Create Virtual I/O Pool in the identity type screen (example Ethernet Identities screen)
click Import from file

Click Import.

In the import dialog box, click Import.

Select a file.

Wait for the import to finish (progress bar shows the status).

Review results and close the results.

(Optional) import additional files (repeat steps 30 6).

Click Close.

© N gk wWN

The imported identities may be viewed in this wizard by clicking the View button in the Create Virtual 1/0
pool wizard.

Increase the size of Virtual I/O Pool

While assigning or deploying identities, a Virtual I/0O pool may run out of identities. The number of identities in
a Virtual 1/0 pool may be increased. This section describes how to increase the size of a Virtual 1/0 pool.

Increase the size of start address based identity

To increase the number of identities for an identity defined by a start address, increase the number of
identities. This can be done by editing the Virtual I/O pool and increasing the number of identities field.

Increase the size of import-based identity

To increase the number of identities for an identity defined by an import file, import more identities by using
file. The import operation does not overwrite the previous identities and is an additive operation. To know how
to import identities to a Virtual I/O pool, see Import identities from a CSV file.

Lock and unlock the Virtual I/O pool

The lock state of the Virtual I1/0O pool is determined by the lock state of all the compute pools associated to
that Virtual 1/0 pool. A locked Virtual 1/0 pool cannot change the identity type definitions or imported identities
of the Virtual 1/0O pool. To unlock the Virtual 1/O pool, unlock all the locked compute pools associated to the
Virtual I/O pool. The Compute Pool Summary page is useful for sorting by Virtual I/O pool and the lock state.
It is suggested to perform this only if you plan about redeploying to call devices in the previously locked
compute pools.
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15

15.1

15.2

15.3
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Create compute pool

Compute pools provide the method to group a set of similar devices for deployment and pre-can the settings
which will be applied to them. The pool can be recalled at the deployment time to simplify the deployment
process.

Compute pools are required for Virtual I/O.

Compute pools are visible in the deployment portal and under the main device tree under the repurpose and
bare-metal group.

Components of a compute pool

The compute pool definition includes several optional components:

1 Template: The template will define the attributes that will be available to deploy. After defining for a
compute pool, the template cannot be reused for another compute pool.

1 Network ISO: Defines the network ISO to deploy for the compute pool.

I/0 Assighment type

1 User defined I/O: The user will define the I/O attributes manually, which will operate similar to bare-
metal deployment.

1 Automatic I/O: The virtual identities are filled by OME for the selected attributes and identities are
managed.

91 Devices: Defines the devices that are part of the pool. Note that device can be a member of only one
pool.

]

Create the compute pool

Enter or select information in Create Compute Pool. The compute pool will be available in the compute pool
navigation.

Noted This action only defines the pool in OME. The task will not be created or any settings will not be
applied to the device. You must deploy the compute pool to apply this definition.

1 Most of the steps in the wizard are optional while creating the compute pool. However, the required
components will be enforced before the deployment.

Add devices to the compute pool

Right-click a compute pool to add or remove devices from a pool. You can add devices to the compute pool
even when locked.
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16 Deploy compute pools

Deploying the compute pool is required to apply the settings in the pool definition to one or more devices in
the pool.

16.1 Requirements for deploying Compute Pools in OpenManage
Essentials

1 The file share must be configured. See Setting up file share.

1 The target devices must meet the minimum requirements for the deployment and configuration
features. See Target device requirements.

1 The target devices must be added to the Repurpose and Bare-metal device group. See Adding
devices to the f Rreepguarlpdo sdeevancde Byaroeu p

1 Atleast one user-created template (a cloned sample template is a user-created template). The
compute pool must have been created already by using the create compute pool action.

1 See Deploy requirements for more information on general deployment requirements.

16.2 Deploy the compute pool

Right-click a compute pool to open the Deploy Template wizard for the pool.

Ensure the compute pool is selected as a deploy target.

Ensure the compute pool is selected as the deploy target.

The template defined by the pool should be pre-selected.

The 10 assignment for the pool should be pre-selected. Note for stateless management, the setting

should be on automatic 10 assignment with a Virtual 1/0O pool selected.

6. Select the devices you want to deploy. This will be limited to devices already included in the pool
definition.

7. You can optionally edit device specific attributes. If you have already defined the attribute settings
during pool creation, then this will not be needed.

8. You can optionally assign identities and view them. This option is available on the identity attributes

tab available only when virtual 10 is being used. This action will reserve identities even if the wizard is

later cancelled. If you do not need to see the identities before deployment, this step can be skipped

because the task will automatically do the assignment if identities are not already reserved.

akrwnpRE
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Deploy Template Wizard 2
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Deploy Modified ¥ Identity Impact ¥ Status [ Section [ Instance T Attribute Name T valug®
~ NIC
IN] Yes Generated MIC MIC.Integrated.1-1-1 Virtual MAC Address <gen|
1+ Generated NIC MIC.Integrated.1-1-1 Virtual iSCSI Offload MAC Address <gen| {
4] Generated NIC MNIC.Integrated.1-1-1 Virtual FIP MAC Address <gen
[} Generated NIC NIC.Integrated.1-1-1 Virtual World Wide Node Name <gen
|+ Generated NIC MIC.Integrated.1-1-1 Virtual World Wide Port Name <gen
] Yes Generated NIC MNIC.Integrated.1-1-1 ISCSI Name <ge"7
] Yes Generated NIC NIC.Integrated.1-2-1 Virtual MAC Address <gen
=] Yes Generated NIC MIC.Integrated.1-2-1 Virtual iSCSI Offload MAC Address <gen
] Yes Generated NIC MIC.Integrated.1-2-1 Virtual FIP MAC Address <gen
] Yes Generated NIC NIC.Integrated.1-2-1 Virtual World wide Node Name <gen
] Yes Generated NIC MIC.Integrated.1-2-1 Virtual World Wide Port Name <gen
-
<] il . I v
Help [ Cancel ] [ Back ] [ Next ]

Figure 14  Assign identity attributes

9. Define the task start time.

10. You can optionally preview the task results. This will simulate the deploy action and show the results,
when the task is executed.

11. After completing the wizard, the task will be created and scheduled for running.

12. You should verify the task result by reviewing the task execution history for the task after it is
executed.

16.3 Compute pool lock

After creation of first deployment task, the pool will become locked preventing the pool definition from being
edited. The lock will affect the pool definition itself, the pool template, and the linked I/O pool.

The purpose of the lock is to ensure the pool definition is not unintentionally altered after it has active
deployments.

Noted You can still add and remove devices from the pool when it is locked.

It is possible to unlock the pool which will also unlock the template and I/O pool and re-enable editing.

37 Server Hardware Provisioning and OS Deployment by using Dell EMC OpenManage Essentials DEALEMC



Deploy template to bare-metal devices

17 Deploy template to bare-metal devices

This section describes how to deploy the template by using manual I/O which was introduced in OME 2.0. For
stateless deployment, see Deploying the compute pool, and its prerequisite sections.

Deploying templates is the process of sending and applying configuration settings to remote devices. A
template may contain configuration settings for one or more specific functional areas, or a full device
configuration. To deploy the template, you must first create the template. The template is crucial to the
success of the deploy task. You confirm the device for creating the template from is configured exactly how
you wish to deploy it when you create the template. To create a template, see Creating templates.

A template that was created from a target may contain destructive attributes (especially if it contains RAID
configuration settings). Deploying destructive attributes may cause data loss, connectivity issues, failure to
boot and other problems. It is important to review and understand each destructive attribute before deploying
it to target devices. If there is a need and some configuration settings have to be changed from what has
been captured when template was created, make sure to update those while reviewing the template. Update
the respective attributes and remember to save the changes.

17.1  Prerequisites for deploying templates in OpenManage Essentials

1. The file share must be configured. See Setting up file share.

2. The target devices must meet the minimum requirements for the deployment and configuration
features. See Target device requirements.

3. The target devices must be added to the Repurpose and Bare-metal device group. See Adding
devices to t andBakeRedwmrl dosge.vice group

4. Atleast one user-created template (a cloned sample template is a user-created template).

172 Pur pose and definiti cBare-mdtalot ldee va R e
group

The Repurpose and Bare-metal device group is a device group containing all the devices eligible for the
Deploy Template task. Add devices to this group only if you intend to deploy a template or an ISO image file
to the devices. If you do not intend to deploy a template or an ISO image to the devices, it is recommended
that you remove the devices from the Repurpose and Bare-metal device group. You must not add production
devices to the Repurpose and Bare-metal device group, because deploying a template can be destructive
and cause downtime or a loss of data.

17.2.1 Add devices to the d&Repurpose and Bare-me t delide group
1. Navigate to the Deployment tab.
In the left pane, under Deploy Device Configuration Portal, click Deployment Portal.
Click the Repurpose and Bare-metal Devices tab.
In the lower-right corner of the grid, click Modify Devices.
Check the target devices in the message displayed. The target devices must be discovered and the
target server must have the Server configuration for OpenManage Essentials license.
6. Click Ok.

arwbd
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Noted Only devices that satisfy the deploy requirements appear in the device selection. To review the
requirements, see the Prerequisites for section.

[ Modify Devices of the Repurpose and Bare Metal Device Group ] |

Only IDRACs with a 'Server Configuration for OpenbManage Essentials' license, CMCs, and 104 switches on an
appropriate mode that have the required fimmware can be added to this group.

L1 Wlac-GivuavL
cme-27B0001
eme-9YPT5L1
cme-day

cme- U220
cmec-PL141
CMC-5T-1
cme-15
cme-VR123
idrac-43F5FX1
idrac-6KDQMO2
idrac-72DP9Z1

[] idrac-aqo4cz1d
B idrac-CBVYKDZ
idrac-DLSSV12
iDRAC-DMCTST1

l Cancel ]l Ok ]

Figure 15 Modify repurpose and bare-metal device group popup

17.3 Deploy the template

This section describes how to deploy the template to servers, chassis, and IOAs.

17.3.1 Deploy the template to servers

1. Navigate to the Deployment tab.

2. Inthe left pane, click Deploy Template under Common Tasks.

3. Type a unique name for the task. The name is optional since a default name is supplied, but it is a
generic name, and the same default name is always supplied. Selecting a name that is relevant to
what is being deployed is suggested.

4. Select Deploy Template, and then click Next.

5. Select the template to be deployed on the target server or iDRAC, and then click Next.
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17.3.2

6. Select the target devices, and then click Next.

Noted Only devices in the Repurpose and Bare-metal device group and match the device type of the
selected template may be selected. To add the devices to the device group, see Adding devices to the
ORepurposematnal Badupvi ce

7. Enter the system-specific attributes for each target device and click Next.

Noted These are attributes, such as Gateway IP Address, that are not included in templates because they do
not necessarily apply to all target devices. For more information, see Editing the device specific attributes of
the deploy template task.

8. Set the schedule when the deploy template task runs. Run now will run the task when the wizard is
closed. Run at will run the task on the selected future date. Enter the credentials for all target
devices. The credentials must be valid for all target devices and must have the Operator or
Administrator privileges on iDRAC.

9. Click Next.

10. Review the task in the Summary pane and click Finish.

11. Review the message. The deploy action can be destructive. It is important you review and understand
the template you are deploying.

Edit the device-specific attributes of the deploy template task

Device-speci fic attributes are att rd btuhtaets ,h a rseu cnho ta si nécdaut dee
because they do not necessarily apply to all target devices. Editing and deploying device specific attributes is

optional because a device may already have the device-specific attributes configured or the attributes may

not be applicable to that specific device. If the template being deployed has device-specific attributes, the
device-specific attributes will appear on the Edit Attributes page of the deploy wizard. The Edit Attributes

page lists the target devices in the left pane and displays the device specific attributes for the selected device

in the working pane.

To edit the attributes:

1. Inthe left pane, select a device.

2. Click Deploy on the attributes that you want to deploy to that device.

3. Edit the Value of each checked attribute. For more information, navigate to the Dell EMC Attribute
Registry site.

4. Click Save.

5. Repeat steps 1 4 for each device.

Noted OME will automatically rediscover the target server whenever a new static IP address is deployed after
the deployment finishes successfully. A new discovery range will be added when required.
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41

[ Deploy Template Wizard

&b

Deploy Template

© ® S © ©

©

MName and Deploy Options Select Template Select Devices Edit Attributes Set Schedule Summary
Template Attributes | Device Specific Attributes |
Select Devices: Device Specific Attributes for: idrac-GIBBDV1 [GIBBDV1, PowerEdge R720] = [ save ] |AmpartiExpar
IDRAC-DMCTST1 Grouped by: 5 Modified: 2
idrac-GIEEDVE Deploy Modified ¥ Section Y Instance Y Attribute Name YT Value Y Dependencies
idrac-GZV03V1
A System
[} System System.Embedded.1 | ServerTopology 1 Data Center Name
|| Yes System System.Embedded.1 ServerTopology 1 fisle Name
[} System System.Embedded.1 | ServerTopology 1 Rack Name
] Yes System System.Embedded.1  ServerTopelogy 1 Rack Slot 7
[} System System.Embedded.1 | ServerTopology 1 Room Mame
‘ [ | 3
Help Cancel H Back Next

Figure 16 Edit attributes pane

Alternatively, you can import and export the grid file to edit. You may want to export/import if you have more
number of devices with many device-specific attributes. The device-specific attributes grid can be exported
based on selected device or all devices. All devices will export to a single file that can be opened in a
spreadsheet processing application. When edits are finished in the file, the file may be imported. The edited
values must be valid values for the attribute (see the attribute registry link in the Additional resources). The

grids will be populated with the import data. The Ul logs will report any issues because of the format or values

of an import file.
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18

18.1

42

Configure VLANS on the server-facing ports of IOAs during
template deployment on the server

This section describes how to configure VLANSs on the server-facing ports of IOAs during template
deployment on target servers.

Deploy the template to servers along with VLAN configuration of

associated IOA ports

1. Navigate to the Deployment tab.

2. Inthe left pane, click Deploy Template under Common Tasks.

3. Enter a unique name for the task. A name is optional because a default name is displayed. However,
it is a generic name, and the same default name is always displayed. Selecting a name that is
relevant to what is being deployed is suggested.

4. Select Deploy Template and click Next.

5. Select the template to be deployed on the target server or iDRAC, and then click Next.

6. Select the target devices, and then click Next.

Noted Select the devices that are only in the Repurpose and Bare-metal device group, and device that match
the device type of the selected template. See Addi ng devices to t hmetéoRled ud @wisce
to add devices to the device group.

7. Click the IOA VLAN Attributes tab to edit the IOA VLAN attributes for the selected template. For
more information, see Editing IOA VLAN Attributes in server template.

Noted I0A VLAN attributes are applicable to templates created from modular servers only. For selected
modular servers during server template deployment, the VLANSs will also be configured on the IOA ports
facing the server NIC ports.

8. Enter the system-specific attributes for each target device. These are attributes, such as Gateway IP
Address, that are not included in templates because they do not necessarily apply to all target
devices. For more information, see Editing the device specific attributes of the deploy template task.
Click Next.

9. Set the schedule when the deploy template task will run. Run now will run the task when the wizard
is closed. Run at will run the task on the selected future date. Enter the credentials for all target
devices. Enter IOA Credentials if deployable IOA VLAN attributes are present. The credentials must
be valid for all target devices and must have the Operator or Administrator privileges on the iDRAC.

10. Click Next.

11. Set the schedule after the Deploy Template task is run.

Noted Fi el ds t o enter the 061 OA Credent i al atd-deploylddployment di s |
workflows as well if deployable IOA VLAN attributes are present with the template.

12. Review the task in the Summary pane, and then click Finish.
13. Review the message.

Noted The deploy action can be destructive. It is important you review and understand.
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19 Configure VLANS on server-facing ports of IOAs in MX7000
chassis during template deployment on the server

This section describes how to configure VLANSs on the server-facing ports of IOAs in MX7000 chassis during
template deployment on target servers.

19.1 Deploy the template to servers along with Network and VLAN

configuration

1. Navigate to the Deployment tab.

2. Inthe left pane, click Deploy Template under Common Tasks.

3. Enter a unique name for the task. A name is optional since a default name is displayed, but it is a
generic name, and the same default name is always supplied. Selecting a name that is relevant to
what is being deployed is suggested.

4. Select Deploy Template and click Next.

5. Select the template to be deployed on the target server or iDRAC, and then click Next.

6. Select the target devices, and then click Next.

Noted Select the devices that are only in the Repurpose and Bare-metal device group, and device that match
the device type of the selected template. See Ad di ng devices to thmetbtREPpuUudDpOEEE
to add devices to the device group.

7. Click VLAN Attributes tab to view the VLAN attributes for the selected template. For more
information regarding configuring VLAN attributes, see Editing VLAN Configuration in MX7000
compatible server template.

Noted Above mentioned VLAN attributes are applicable to templates created from modular servers
compatible with MX7000 chassis only. For selected modular servers during server template deployment, the
VLANSs will also be configured on the IOA ports facing the server NIC ports.

8. Enter the system-specific attributes for each target device. These are attributes, such as Gateway IP
Address, that are not included in templates because they do not necessarily apply to all target
devices. For more information, see Editing the device specific attributes of the deploy template task.
Click Next.

9. Set the schedule when the deploy template task will run. Run now will run the task when the wizard
is closed. Run at will run the task on the selected future date. Enter the credentials for all target
devices. Enter Chassis Credentials if deployable VLAN attributes are present. The credentials must
be valid for all target devices and must have the Operator or Administrator privileges on the iDRAC.

10. Click Next.

11. Set the schedule after the Deploy Template task is run.

Noted If deployable VLAN attributes are present with the template,fi el ds t o enter the &éCh
are displayed in the compute pool and auto-deploy deployment workflows.

12. Review the task in the Summary pane, and then click Finish.
13. Review the message.

Noted The fdeployoaction can be destructive. It is important you review and understand.
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20

20.1

20.2

20.2.1

Automatically deploy templates in OpenManage Essentials

After discovery, auto deploying the templates applies to all the attribute values of the templates to the device.
To add auto-deploy entries for devices that have not been discovered by OME, a list of Service Tags for the
target devices must be provided. To auto-deploy a template, you must first create a template. For instructions
about creating a template, see Creating templates.

Noted Auto-deploy is only for devices that have not been discovered by OME. To deploy on devices
discovered by OME, see Creating templates.

Auto-deploy requirements

To add auto-deployment entries, the following requirements must be met:

Must have a template to deploy. See Creating the template from the reference device.

Must meet all device configuration target device requirements. See Target device requirements.
Target Service Tags cannot match a Service Tag of a discovered device.

A CSV file with the Service Tags. See Create a Service Tag CSV file.

=A =4 =4 =4

Set up auto-deploy of a template

This section describes how to set up auto deployment of a template by using Service Tags. Also, describes
how to create and format the auto deployment CSV file and the auto deployment wizard.

Create a Service Tag CSV file

To create a CSV file containing the target Service Tags to be deployed:

I Must have a column named ServiceTag.
I Each Service Tag must match the Dell EMC standards for Service Tags.
1 Service Tags may not match the Service Tag of a discovered device in OME.
ServiceTag
ABCDEFG
HY3912E
A123456
5 |WNX1LE9W

Figure 17 Format of an example CSV file.

P LI P2

20.2.2 Set up stateless auto-deploy of the template to the server Service Tags

1. Navigate to the Deployment tab.

2. Inthe left pane, click Setup Auto Deployment under Common Tasks.
3. Select the target compute pool, and then click Next.

4. Review the selected template, and then click Next.

5. Review the selected Virtual I/O pool, and then click Next.
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10.
11.

12.

Click the Import to import the csv file that contains the Service Tag or node ID. The imported Service
Tags or node IDs must be compatible with the type of template selected in the step above.

Browse to the location where the file is saved, select the file, and then click Open. All the Service
Tags in the file will be imported and listed in OME. The Import Summary window is displayed.
Review and click Ok. Click Next.

(optional) Enter the unique attributes per Service Tag. For more information, see Editing the device
specific attributes of the deploy template task. Note that virtual identities may be reviewed, but may
not be assigned. Assignment occurs when the device is discovered.

Click Next.

Select the execution credentials for the Service Tags. Instead of entering the credentials for each
target device, credential definitions must be created. Credential definitions can be added as needed.
Credential definitions can be assigned to multiple targets. Credentials are required for each target
device. If no credentials exists yet, at least one (a default set of credentials) must be created.

Do the following. Else, go to the last step in this section.

i. Click Add New Credential.
ii. Type a description for the credential set (the description text is displayed in the credential
selection page).
iii. Type the username and password.
iv. Click Finish.

Review the task in the Summary pane and click Finish.

All the Service Tags/node IDs that were imported are listed in the Auto Deployment tab.

The Service Tags remain in the Auto Deployment tab until they are discovered and inventoried in
OME and the Deploy Configuration to Undiscovered Devices task creates a deploy task for the
device with the Service Tag.

The Deploy Configuration to Undiscovered Devices task checks periodically if the devices are
discovered and inventoried in OME. Once the discovery and inventory is complete and a deploy task
is created, the devices will move to the compute pool and the auto deployment entry will be deleted.
Deploy configuration tasks are created to deploy the templates that were selected. The tasks created
for the Service Tag entries can be found under the Tasks tab in the deployment portal. Double-click
the task to view the task details. Task execution history entries can be viewed in the Task Execution
History section. To view the task execution history details, double-click the task execution history.

20.2.3 Set up bare-metal auto deploy of the template to server Service Tags

1.

2.
3.
4

Navigate to the Deployment tab.

In the left pane, click Setup Auto Deployment under Common Tasks.

Select Deploy Template, and then click Next.

Select a server or chassis template (as applicable to the type of target devices) to be deployed on the
target servers or chassis and then click Next.

Click the Import button to import the csv file that contains the Service Tags. The imported Service
Tags must be compatible with the type of template selected in the step above.

Browse to the location where the file is saved, select the file and click Open. All the Service Tags in
the file will be imported and listed in OME. The Import Summary window is displayed. Review and
click OK to close the window, and then click Next.
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7. (optional) Enter the unique attributes per Service Tag. For details, see Editing the device specific
attributes of the deploy template task.

8. Click Next.

9. Select the execution credentials for the Service Tags. Instead of entering the credentials for each
target device, credential definitions must be created. Credential definitions can be added as needed.
Credential definitions can be assigned to multiple targets. Credentials are required for each target
device.

If no credentials exists yet, at least one (a default set of credentials) must be created. Follow these
steps, otherwise go to last step.
i. Click Add New Credential.
ii. Type a description for the credential set (the description text is displayed in the credential
selection page).
iii.  Type the username and password.
iv. Click Finish.

Add Credentials by

Add Credentials

Description: |Lab X Credentials

User Name: |Administralor

Password: |

m Default

Cancel

Figure 18 Auto deployment target credentials page

10. Review the task in the Summary pane, and then click Finish.
11. All the Service Tags that were imported are listed in the Auto Deployment tab.
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20.2.4

The Service Tags remain in the Auto Deployment tab until they are discovered and inventoried in
OME and the Deploy Configuration to Undiscovered Devices task creates a deploy task for the
device with the Service Tag. The Deploy Configuration to Undiscovered Devices task checks
periodically if the devices are discovered and inventoried in OME. Once the discovery and inventory
is complete and a deploy task is created, the devices will move to the Bare-metal/Repurpose Devices
group and the auto deployment entry will be deleted. Deploy configuration tasks are created to deploy
the templates that were selected. The tasks created for the Service Tag entries can be found under
the tasks tab in the deployment portal. Double-click on the task to view the task details. Task
execution history entries can be found in the task execution history grid. Double-click on a task
execution history entry to view the task execution history details.

Modify the auto-deployment settings

By default, the Deploy Configuration to Undiscovered Devices task runs after every 60 minutes. When this
task runs, it checks if any of the auto-deployment Service Tags were discovered. If the device matching an
auto-deployment Service Tag was discovered, a deploy template task is automatically created and the
specified template is deployed to that device. To modify the execution interval for the Deploy Configuration to
Undiscovered Devices task or to enable/disable it:

1. Under the Preferences tab, navigate to the Deployment Settings tab.
2. Select or clear the Enable auto deployment for recently discovered devices to enable or disable
the Deploy Configuration to Undiscovered Devices task.

Noted If the task is disabled, the Service Tags in the Auto Deployment grid will not be deployed to
automatically.

3. Adjust the interval by using the numeric control. The humber is the minute interval that the Deploy
Configuration to Undiscovered Devices task will run for.

Home Manage Deployment Reports ESCuLUEN Logs Tutorials Dell EMC Solutions

Settings Permissions
Alert Settings
Custom URL Settings

Deployment Settings
The Device Configuration feature requires a file share on the OpenlManage Essentials server for all operations done on a chassis.

Device Tree Settings It is recommended to avoid using the file share because of security reasons in the Windows operating systems.
To use Device Configuration feature on chassis, type the credentials that will be assigned and used for accessing the file share.

Deployment Settings

File Share Settings

Discovery Settings

Email Settings Domain \ Usemame: ‘ A\Administrator ‘

General Settings

Password: ‘-."IUIIIICOUUIIOOIICO ‘
Mobile Settings

File Share Status: Ok

Purge Download Settings

Task Settings || Allow using file share for Device Configuration feature on server

Warranty Notification Settings

Auto Deployment Settings

|| Enable auto deployment for recently discovered devices

Run auto deployment every 605 Minutes

Figure 19 Auto deployment settings page

4. Click Apply.
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21 Deploy network 1ISO image file

Deploying the network ISO file boots a server to an ISO image that is located on your network. This can be
done independent, or in conjunction with the deployment task.

21.1  Deploy network ISO image requirements

1 Must fulfill all the Deploy Template requirements. See Target device requirements.
1 If the Deploy Template option is selected, only server templates can be selected.

21.2 Deploy network ISO image

1. Navigate to the Deployment tab.

2. Inthe left pane, click Deploy Template under Common Tasks.

3. Type a unique name for the task. A name is optional since a default name is supplied, but it is a
generic name, and the same default name is always supplied. Selecting a name that is relevant to
what is being deployed is suggested.

4. Select the Boot to Network ISO check box and clear the Deploy Template check box.

5. Click Next.

Noted Bot h Depl oy Template and Boot to Network | SO can
Templ ated and 0 Ed idisplaged brrthe winardeForaeptoyany the template and editing the
attributes, see Deploying the template to the servers.

6. Enter ISO filename, Share IP, share name, share username and share password, and then click
Next.
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[ Deploy Template Wizard b ]
Deploy Template
MName and Deploy Select Template Select IS0 Location Select Devices Edit Attributes Set Schedule summary
Options
150 Filename

IS0 Filename: |FiIeName.isc

Share Location

Share IP: |192.1ES.1.1 ‘

Share Name: | CompanyShare\lsoStorage\0s ‘

Share Credentials

Share Username: | FileSharelsername ‘

Share Password: | ‘

Help [ Cancel H Back H Next

Figure 20 Select ISO location page

Noted The user must have full control to the share folder where the 1SO is located. The share folder should
be different than the file share used for deployment.

7. Select the target devices and click Next.

Noted Only devices in the Repurpose and Bare-metal device group may be selected. To add the devices to
the group,seetheAddi ng devices to t hmetéRled udg@wisece aqrdo Bmr e

8. Set the schedule of when the deploy template task will run. Run now will run the task when the
wizard is closed. Run at will run the task on the selected future date. Enter the credentials for all
target devices. The credentials must be valid for all target devices and must have the Operator or
Administrator privileges on the iDRAC. Click Next.

9. Review the task in the Summary pane, and then click Finish.
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22 Troubleshooting issues in hardware and OS deployment on
servers monitored by OpenManage Essentials

22.1 Troubleshooting the file share

1. Check the file share status in OME.

Noted The file share status is at the bottom of the file share wizard and under the Deployment Settings
preference.

Figure 21 File share settings status

2. Check the username, domain, and password in OME.

3. Check the share folder in Windows Explorer.
Ensure that the ServerConfig folder exists under the installation configuration folder (by default, in the
Program Files\Dell\SysMgt\Essentials\configuration folder).

To ensure that the folder is shared:

Right-click the folder, select Properties, and navigate to the Sharing tab. The folder must be shared. The
Advanced Sharing permission settings must have the user entered in OME as the only user with
permissions to the folder.
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