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Solution Overview

The XC Series Data Protection Management Console (DPMC) is a cross domain application that aims to
integrate Dell EMC XC appliances with Dell EMC data protection IP. A main driver of the program is the
proliferation of Microsoft Hyper-V workloads and integration with Microsoft virtualization and public cloud
offerings.

Data Protection integration is accomplished through the following approaches:

e Integrating Avamar Virtual Edition (AVE) and Data Domain with the XC Series hyper-converged platform
e Providing a backup target built on PowerEdge servers with Data Domain Virtual Edition (DDVE)
¢ Using dedicated Data Domain appliances as required backup targets

NOTE: Data Domain (DD) appliances are available in several options with sales tiers for mid-market small,
mid-market large, remote office, branch office (ROBO) and enterprise.

Because of the turnkey functionality and value-add automation that simplifies customer operation, DPMC
adds security and provides platform flexibility while still using a familiar management framework.

Customers benefit from streamlined deployments and automation in the run-time environment with automated
VM protection, tiering based on policy (including cloud) and automated solution updates.

The following Hypervisors are supported:

e ESXi5.5 and above
e Microsoft Windows Server 2012R2

The key features of this solution include:

VM system backups using Avamar as the backup solution with Data Domain Boost Integration
Source-side deduplication via Data Domain Boost (DDBoost) — a reduction in network bandwidth
utilization and decreased backup times

e Data Domain storage target for all backup data

e Prism-like user interface with integration into Prism Central

e Multiple and mixed clustered environments (Hyper-V and ESXi)

XC Series Data Protection Management Console Administrator’s Guide | AO2 DEALEMC



Avamar and Data Domain reference architecture

2

2.1

Avamar and Data Domain reference architecture

DPMC offers data protection of VMs by integrating a few components, including:

Avamar as a backup agent

Data Domain Boost Integration for source-side deduplication of backup data
Data Domain storage target

DPMC, management console

The solution also offers backups within multiple clusters and mixed clustered environments (Hyper-V and

ESXi).

Solution architecture in ESXi

The diagram below illustrates the solution architecture for ESXi.
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2.2

2.3

Solution architecture in Hyper-V

The diagram below illustrates the solution architecture for Hyper-V.
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Solution component architecture DPMC

The DPMC solution has multiple components that are managed by DPMC. As displayed in the diagram

above, the following components are required for the solution:

e DPMC (developed by Dell EMC)

e Avamar Virtual Edition (manually installed and configured prior to DPMC setup)

e Prism Central (manually installed and configured prior to DPMC setup)
e Data Domain (manually installed and configured prior DPMC setup)
e XC Cluster (manually installed and configured prior DPMC setup)

XC Series Data Protection Management Console Administrator’s Guide | AO2
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Data Protection Management Console (DPMC) deployment and registration with Prism Central
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3.1

3.2

3.3

3.3.1

3.3.1.1

3.3.1.2

Data Protection Management Console (DPMC) deployment
and regqistration with Prism Central

This section outlines the prerequisites, requirements and step-by-step instructions to deploy DPMC in a
Nutanix cluster with an integrated Avamar VE.

Prerequisites

For a successful deployment of DPMC, make sure the following prerequisites are met:

e A static IP address with DNS reverse resolution

e Sufficient resources to house the DPMC VM (see the System requirements section below)

e No active DPMC VM running in the cluster (current release only supports one DPMC instance per
implementation)

e Valid OVA file of DPMC VM for ESXi (or DPMC VM zip archive for Hyper-V)

e vSphere Web Client with VMware Client Integration Plug-in installed for ESXi

e Hyper-V requires hosts with administrator access

Software requirements
You must have the following software:

e vSphere Component for ESXi

e Microsoft Hypervisor:2012 R2 for Hyper-V deployment

e DDOS Version: DD OS 5.7.x, DD OS 6.0.x, DD OS 6.1.x
e Cluster NOS 5.1 or above

e Avamar Virtual Edition (AVE) 7.5.0.183 with Hotfix 289693

Deploying DPMC VMware Virtual Machine

The following sections describe steps performed on the vCenter server in the vSphere Web Client.

Infrastructural requirements
Before deploying the DPMC virtual machine, you must complete the following tasks:

Associate Nutanix cluster with Prism Central
Deploy and Configure an AVE virtual machine
Associate AVE VM with Data Domain instance

Associate Nutanix cluster(s) with Prism Central

You must set up a Nutanix Storage cluster on either a VMware or a Hyper-V environment. You must also
install and configure Prism Central (PC) and register all clusters with PC. Because DPMC communicates with
PC directly, only clusters that are associated with PC are managed by DPMC. Refer to the Prism Central
Guide on the Nutanix portal for more details on installing and registering to Prism Central.

Deploy and Configure an AVE virtual machine
You must configure an AVE virtual machine with at least 0.5 TB for use with DPMC.

XC Series Data Protection Management Console Administrator's Guide DALEMC
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3.3.1.3 Associate AVE with a Data Domain instance
You must associate AVE with a Data Domain instance.

NOTE: All backups initiated by DPMC are stored on the default Data Domain instance and not on the AVE.

3.3.2  System requirements
To run the DPMC VM, the host system must meet the following minimum requirements:

ESXi system requirements

CPU 4 virtual CPUs
Memory 16 GB

Hard Disk 50 GB

Network 1 network adapter

Hyper-V system requirements

CPU 4 virtual CPUs
Memory 16 GB

Hard Disk 50 GB (Dynamic)
Network 1 network adapter

3.3.3  Network requirements

After deploying the DPMC OVA, configure the VM'’s network, including IP address, hostname, DNS and
subnet.

3.3.4  Software package

The DPMC installation files for ESXi are packaged as an OVA. It can be deployed on a vCenter cluster
through the vSphere (web) client.

For Hyper-V, DPMC installation files are packaged as a compressed zip file with a VM configuration file and
virtual disks. Installation can be accomplished by importing the VM through Hyper-V manager.

3.3.5 Deploying DPMC using vSphere Web Client or desktop client

The following sections describe steps performed on the vCenter server in the vSphere web client. You can
also complete these steps through the vSphere desktop client.

1. To deploy the DPMC virtual machine, locate the downloaded OVA/OVF file.

2. Inthe vSphere Web Client, navigate to the cluster that will host the DPMC virtual machine.

10 XC Series Data Protection Management Console Administrator’s Guide | AO2 DEALEMC



Data Protection Management Console (DPMC) deployment and registration with Prism Central
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4. Select Local file and then click Browse.
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Deploy OVF Template (ThM

Select source
Select the source location

1a Select source

1b Review details Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your computer, such
as a local hard drive, a network share, or a CD/DVD drive.

1 Source

2 Destination
2a Selectname and folder S uRL
2b Select siorage L - I"
() Localfile

3 Readyto complete

| Browse...

Back Next Finish Cancel

5. Browse to the location of the virtual machine file and click Open.

Lookin [ [ DelPTCSM.4.0.0.9651 vMusre | ~EefE-
Name i Date madified Type
b [T0eIFTCSMA D0 3601 Wware.ova | YSAO7H14AM  OVAFile

Recent places

|

Desktop

Libraties
i
Computer
Network
(] i \ x
File niame: [DeIPTCSM.4.0.0. 9651 YMware. ova = § gpen
Files of type: | OVF Packages (o, % ova] ~I Cancel

6. Click Next.
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Data Protection Management Console (DPMC) deployment and registration with Prism Central

Deploy OVF Template 2 W
1 Source Select source
Select the source location
v
+  1b Review details Enter a URL fo download and install the OVF package from the Internet, or browse to a location accessible from your computer, such
i as alocal hard drive, a network share, or a CD/DVD drive.
i Accept License
Agreements ) URL
2 Destination T
|~
2a Select d fold o
a Select name an er ® Localle
2b Select storage B | CAU P \ptvmDellPTCSM.4 0.0 9661-Viware\DellPTCSM4.0.0 8661-
LT VMware ova
2c Sefup nefworks

2d Customize template

3 Ready to complete

7. Review details and then click Next.

Deploy OVF Template (7 M

5 B Review details

Verify the OVF template details
'  1a Select source

v 1b Review details Product DellPTCSM

¢ Accepl License

Agreements Version 4000
2 Destination Vendor Dell, Inc.
2a Select name and folder Publisher (® No cerlificate present
2b Select storage Download size 1.1 GB
e eNn TN o e 2.5 GB (thin provisioned)
OSpTwers e on e 50.0 GB thick provisioned)
2d Cusisiuebiompidle Description Dell PowerTools Cluster Services Manager appliance.

3 Ready to complete

Back Finish Cancel

8. To accept the software license agreement, click Accept and then click Next.
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Deploy OVF Template

1 Source
«  1a Select source
~"  1b Review details
Agreements
2 Destination
2a Select name and folder
2b Select storage
2¢ Selup networks
2d Customize template

3 Ready to complete

Accept License Agreements
‘You must read and accept the license agreements associated with this template before continuing.

Dell, Inc.

ENTITY) AND DELL PRODUCTS L.P., A TEXAS LIMITED PARTNERSHIP, OR DELL GLOBAL B.V. (SINGAPORE BRANCH),
THE SINGAPORE BRANCH OF A COMPANY INCORPORATED IN THE NETHERLANDS WITH LIMITED LIABILITY ON BEHALF
OF ITSELF, DELL INC. AND DELL INC.'S DIRECT AND INDIRECT SUBSIDIARIES (COLLECTIVELY, “DELL"). THIS
AGREEMENT GOVERNS ALL SOFTWARE ("SOF TWARE") AND ANY UPGRADES, UPDATES, PATCHES, HOTFIXES,
MODULES, ROUTINES, FEATURE ENHANCEMENTS AND ADDITIONAL VERSIONS OF THE SOFTWARE THAT REPLACE OR
SUPPLEMENT THE ORIGINAL SOFTWARE (COLLECTIVELY "UPDATES") AND THEIR ASSOCIATED MEDIA, PRINTED
MATERIALS, ONLINE OR ELECTRONIC DOCUMENTATION, DISTRIBUTED BY OR ON BEHALF OF DELL UNLESS THERE IS
A SEPARATE LICENSE AGREEMENT BETWEEN YOU AND THE MANUFACTURER OR QWNER OF THE SCFTWARE OR
UPDATE. IF THERE IS NO SEPARATE LICENSE AGREEMENT THEN THIS AGREEMENT GOVERNS YOUR USE OF
UPDATES, AND SUCH UPDATES WILL BE CONSIDERED SOF TWARE FOR ALL PURPOSES OF THIS EULA. THE
“SOFTWARE" SHALL MEAN COLLECTIVELY THE SOFTWARE PROGRAM AND UPDATES AND ANY COPIES THEREOF.
THIS EULA, IN AND OF ITSELF, DOES NOT ENTITLE YOU TO ANY UPDATES AT ANY TIME IN THE FUTURE. BY
EXPRESSLY ACCEPTING THESE TERMS OR BY DOWNLOADING, INSTALLING, ACTIVATING AND/OR OTHERWISE USING
THE SOFTWARE, YOU ARE AGREEING THAT YOU HAVE READ, AND THAT YOU AGREE TO COMPLY WITH AND ARE
BOUND BY THE TERMS AND CONDITIONS OF THIS EULA AND ALL APPLICABLE LAWS AND REGULATIONS. IF YOU DO
NOT AGREE TO BE BOUND BY THE TERMS AND CONDITIONS OF THIS EULA, THEN YOU MAY NOT DOWNLOAD,
INSTALL, ACTIVATE OR OTHERWISE USE ANY OF THE SOFTWARE AND YOU MUST PROMPTLY RETURN THE
SOFTWARE; AND WHERE SOF TWARE WAS LOADED BY OR ON BEHALF OF DELL AS INCLUDED IN YOUR PURCHASE OF
SPECIFIC HARDWARE (INCLUDING COMPONENTS OR ASSEMBLIES), YOU MUST RETURN THE ENTIRE

THIS END USER LICENSE AGREEMENT (“EULA") IS A LEGAL AGREEMENT BETWEEN YOU (EITHER AN INDIVIDUAL OR AN -

9. Browse to the folder that will be used to assign management permissions to the DPMC VM and then click

Next.

Deploy OVF Template

1 Source
' 1a Select source
"  1b Review details

C Accept License
Agreements

2 Destination
v
2b Select siorage
o Setup networks
2d Customize template

3 Ready to complete

Select name and folder
Specifya name and localion for the deployed lemplate

Name: DellPTCSM

|| wE110211.27.112

Select a folder or datacenter

arch

[ @ Sea

NFS-Enginsering

[)Bruce
il =} The folder you select is where the entity will be located, and

e will be used to apply permissions to it.
_|Pioneer
[ ]David The name of the entity must be unique within each vCenter

[ |Discovered vitual machine SWTSLA R

» [JEd

w [ |Jeremy
w [Karen
w [ |Katie
w [ Munir
w | Sergio

Back E S Cancel

10. Select the storage location for the DPMC VM.

WARNING: Do not select storage shared with Avamar VMs or proxies. Do not select any of the SATADOMs
(on XCx30 appliances).

11. Click Next.

XC Series Data Protection Management Console Administrator’s Guide | AO2

DeALEM

—~
\



Data Protection Management Console (DPMC) deployment and registration with Prism Central

Deploy OVF Template

P

1 Seurce Select storage

Select localion o store the files for the deployed template
~  1a Select source

g 1b Review defails

Select virtual disk formal: | Thick Provision Lazy Zeroed \ v \
Accepl License
e Agmgmmg VM Storage Policy:
2 Destination The following datasts are ible from the

resource that you selecled. Select the destination datastore for the virtual

machine configuration files and all of the virtual disks.
%  2a Selectname and folder

WY 20 Select storage Name Capacity Provisioned Free Type Storage ORS
[ Avamar-Storage 74727TB 7.22TB 73.38TB NFS v3
~  2c Setup networks
1 Jvc-storage 85178 741,81 GB 79578 NFS v
#liCusiomlze mplets 3 NTNXlocal-ds-G2RRFK2.JV... 52.00 GB 11468 50.86 GB VMFS
3 Ready to complete EJ NTNX-local-ds-G2RRFK2-3 52.00 GB 114 GB 50.86 GB VMFS
[ NTNX-ocakds-G2RRFK2-JV...  52.00 GB 11468 50,86 GB VMFS
a NTNX-local-ds-G2RRFK2-JV... 52.00 GB 1.14 GB 50.86 GB VMFS

Back Finist Cancel

12. Select the network that the DPMC VM will use and then click Next.

Deploy OVF Template

2l
1 Source Setup networks
Configure the networks the deployed template should use
«  1a Select source
~  1b Review details Detinanon Configuration
o o Accept License 1M Network 92 |- )
Agreements 2 T
2 Destination

«  2a Selectname and folder

w  2b Selectstorage

J P protocol: ﬁ| IP allocation:  Static - Manual 6
2d Customize template

3 Ready to complete o
Source: Network 1 - Description

Network 1

Destination: VM Network 92 - Protocol settings

No configuration needed for this network.

Bock o o |

13. Enter the network information and then click Next.

NOTE: Dell EMC recommends a static IP address for DPMC VM.
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Deploy OVF Template )

¥ Snurce Customize template

Cusltomize the deployment properties of this software solution
"  1a Select source
+  1b Review delails @ All properties have valid values Shownext..  Collapse all...
v g Accept License
Agreements ~ Networking Properties 4 settings
2 Destination Default Gateway The default gateway address for this VM. Leave blank if DHCP is desired.

~"  2a Select name and folder
+  2b Selectstorage
v

2¢ Setup networks

% 2d Customize template

+ 3 Ready to complete

DNS The domain name servers for this VM (comma separated). Leave blankif DHCP is desired.

Network 1IP Address The IP address for this inferface. Leave blank if DHCP is desired.

Network 1 Netmask

The netmask or prefix for this interface. Leave blank if DHCP is desired.

Back Finish Cancel

14. Check the Power on after deployment checkbox (optional).

Review the information. If you need to make changes, click Back. If the information is correct, click

Finish.

Deploy OVF Template DN
R Soumre Ready to complete
Review your seftings selections before finishing the wizard.
~  1a Select source
~  1b Review details OVF file Ca: i \phvm\DellPTCSM.4.0.0.9661-
v e AcceptLicense VMware\DellPTCSM.4.0.0.9661-VMware ova
Agreements Download size 11G8B
2 Destination Size on disk 50.0 GB
~  2a Selectname and folder Name DellPTCSM
b i seiaes Target Jvc
sl L Datastore JVC-Storage
" 2c Selup networks Folder NC
~  2d Customize template Disk storage Thick Provision Lazy Zeroed
Network mapping MNetwork 1 to VM Metwork 92
v
IP allocation Static - Manual, IPv4
Properties Default Gateway = 10.10.73.254
DNS =10.211.27.1
Network 1 IP Address = 10.10.72.120
MNetwork 1 Netmask = 255.255.254.0
[[] Power on after deployment
Back Cancel
2]

The vSphere Web Client deploys the DPMC VM and displays progress in the bottom frame.
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Data Protection Management Console (DPMC) deployment and registration with Prism Central

vmware: vSphere Web Client  #

Navigator

|
i
|

[ 1021127207

[ 10.211.27.209

[ 1021127211

@ 1021127213
45,5.1.1.1-prism_ce...
{55 Avamar Virtual E
(55 centos?

155 NTNX-G2RRFK2...
(5 NTNX-G2RRFK2...
(5 NTNX-G2RRFK2...
(53 NTNX- G2ZRRFK2...
(B lestt

(5 test2

(S testa

Eplesid

(5 tests

(5 testE

(5 lest?

(S lests

) ave  Actions ~

Ve
Tetal Procassoes:

¥ Cluster Resources

Gelting Started | Summary | Monitar

Manage  Related Objects

'BAI:rm: P 4

| ai@ | Mew@  Acon.

|
reee 2iarene o | @ 1021130425

o CAPACITY 134.08 GHz

Totslvhdotion Migrstons - @

FREE 25651 G
CAPACITY 38964 GB
FREE 150 T8

CAPACITY: 8344 TB

T | = Cluster Consumers

- Tags
| ssigres Tag Caegury

This list Is empty.

o Resource pools 0
vApps [

+ Virtual machines

~ Related Objects
Dalacenter  [1q NFS-Enginsering

Mo

Assign

Host connection and power state

€ 1021130104 i
Host connection and power state

D new-clone-05-restore

VM MAC Conflict

& 102112742
—
* Work In Progress X

1| Recent Tasks

xx

askName

Target Stanis

e StzntTime Completion Teme

Deploy OVF lemplate
Inilializs OVF deployment

& DellPTCSM —— 0% [>] NFS\bruce Bms /82017 11615 PM

I Jvc +  Completed

vmware® vSphere Web Client  #=

Q) | bruce@nfsiocal = |

bruceg@nfs local Oms 9/8/2017 1116114 PM  9/8/2017 1:16:18 PN

Help = |

; 7 Alarms

[@ 10.211.27.207

[J 10.211.27.209

@ 1021127211

@ 1021127213
{511 1-prism_ce...
(5 Avamar Viru,

(9 NTNX-G2RRFK2..,
(i test
Giptest2
Giptesta
iy testd
Eitests
[itests
(af testT

Task Nams
Deploy OVF templale
Initialize OVE deploymert

«

Gelling Started | Summary | Monllor Manage Related Objects

Al (4) New () Acknowd...

Powered O

1 Actions - DelPTCSM
Guest 08
Snapshols

& Open Console

G Migrate.
Clone
Template
Fault Tolerance
VM Policies
Compatibility
Export System Logs..
Edil Resource Seltings...
Edit Settings...
Move To...
Rename..
Edil Noles,..
Tags & Custom Atiributes
Add Permission...
Alarms
Remave from Inventory
Delete from Disk

DellPTCSM CPUUSABE
GuestdS:  Red Hat Enterprise Linas 6 0.00 Hz

A, WEMORY USAGE
Compatiity:  E: £.0an later (VM 0.008

wersion 7}

£y STORAGE USAGE

Wdware Tools: Not running, version Gusst E
A N & = soo0cs

IName

fM Storage Policies
storage Policies:

Policy Compliance
Last Checked Date

) (disconnected)

k ~ Tags
vare
pe——

1d later (VM version 7)

€ 1021130125
Host connection and power state

|
€ 1021130104 il
Host connection and power state

# nevclone-05-restore
VM MAC Conflict

& 102112702

_# Work In Progress

!

Xx

¥
Intiator Queued For

NFSWbruce &ms
bruce@nfs focal oms

Byl A SRR I Al yRealize Orchestrator plugin Actions »L

Start Trme Compieton Tme
8/8/2017 1:16:15 PM 9/8/2017 1:17:26 Ph.
9/8/2017 1:16:14 PM 9/8/2017 1:16:18 Ph.

"

More Tasks

16. After a few seconds, the DPMC displays as Powered On
Refresh button to see the power status sooner.

in the Summary tab. You may need to click the

17
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vmware: vSphere Web Client  fi= Updated at 1:22PM L) | bruce@nfslocal = | Help = |

Navigator x| {ifs DeNPTCSM  Aciions ~ = Y Alarms b x

4 Home e | s-nmgsmn-amnnm Manage  Related Objacts | Al | Newid)  Acknowl.

o AN | =
q 2 8 2 | DellFTCSM —— CPUUSAGE @ 1021130428
v Jo21127.112 k] GuestOS  Red Hat Enterprise Linux § M oot Host connection and power slale
= | NFS-Engineering (B4-0it) MENORY USAGE
[ Bruce Compativity M 1500 GB ¢ 10211.30.104 i
~@ e N——— Ti STORAGE USAGE Host connection and power stale
3 10211.27.207 - S0 | © new-clone-O5-restore
[ 10.211.27.208 NS Narnies VM MAC Conflict
‘ [ 10.211.27.211 Launch Remole Corsole P Addrasses
| g 10.211.27.213 Download Remote Console @ | & 102112702 -
" Hast —
‘ G 5.1.1.1-prism_ce.. || # Work in Progress 'Y
£t Avamar Virual E... -
5, centos 1 —
| = VM Hardware C1 | = VM Storage Policies ‘
! 155, NTNX-G2RRFKZ... » CPU 4 CPU(s), 0 MHz used WM Storage Policies
| il MTNX-G2RRFK2... + Memory ﬂ 16384 MB, 12268 MB memory aclive | | WM Storage Policy Compliance
£y NTNX-G2RRFK2.. + Hard disk 1 50,00 GB Les! Checked Date
ﬂDNTNJl-GZRRFK2
ﬂblnsﬂ ¥ Nelwork adapter 1 v Network 92 (connected)
i lesiz » Video card 8.00 MB
= Tags
(i testa » Other Additional Hardware
S lesid # Assignes Tag Caegory. i

3.3.6  Deployment of DPMC Hyper-V Virtual Machine

The process to deploy a Hyper-V DPMC Virtual Machine can be performed in Hyper-V Manager, or Virtual
Machine Manager. The following sections demonstrate the deployment of a DPMC VM in Hyper-V Manager.

1. In Hyper-V Manager, on the left pane, select the host where the DPMC VM will be hosted. Right-click and
select Import Virtual Machine.

Ii.i Hyper-V Manager
File Action View Help

&= nz= BE=

23 Hyper-V Manager || |
4 ONKYO » re ram ’. Sem
ew
ii ONKYO Tpami Tl Nachine * State CPU Usage Assigned Memory Uptime Status
Ha onkvo 12-A-CVM Runring 1% 20480 MB 23193658

Hyper-V Settings...
Virtual Switch Manager...
Virtual SAN Manager...
Edit Disk...

Inspect Disk...

Stop Service

Remove Server

Refresh

View >

Help

Checkpoints

The gelected vitual machine has no checkpoints.

2. Click Next.
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Data Protection Management Console (DPMC) deployment and registration with Prism Central

Before You Begin

Before You Begin This wizard helps you import a virtual machine from a set of configuration files. It guides you through
Y resolving configuration problems to prepare the virtual machine for use on this computer.

Select Virtual Machine
Choose Import Type

Surmmary

[] Do not show this page again

< Previous || Mext = || Finish || Cancel

3. Click Browse to locate the DPMC VM package.

Locate Folder

Before You Begin Spedify the folder containing the virtual machine to import.
Locate Folder

Folder: |

Select Virtual Machine
Choose Import Type

Summary

|<Erevious|| Mext = || Finish || Cancel

4. After the selected Folder is displayed, click Next.

19 XC Series Data Protection Management Console Administrator's Guide DEALLEMC



Locate Folder

Before You Begin Specify the folder containing the virtual machine to import.
Locate Folder

Select Virtual Machine

Choose Import Type

Summary

|<Erevinus || Mext =

5. Select the virtual machine and then click Next.

Select Virtual Machine

Before You Begin Select the virtual machine to import:

Locate Folder Name s Date Created

DellPTCSM 9/1/2017 6:48:17 PM

Select Virtual Machine
Choose Import Type

Summary

|<Erevin|.|s|| Mext > || Finish || Cancel

6. Select the import type and then click Next.
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Data Protection Management Console (DPMC) deployment and registration with Prism Central

Choose Import Type

Before You Begin Choose the type of import to perform:

Locate Folder () Register the virtual machine in-place (use the existing unique D)

Select Virtual Machine ) Resgtore the virtual machine (use the existing unigue I0)
Choose Import Type ®) Copy the virtual machine (create a new unique D)
Summary

| < Previous | I Next > I| Finish | | Cancel

7. Choose the destination for DPMC VM file on the appropriate Nutanix storage container and then click
Next.

WARNING: Do not select storage shared with Avamar VMs or proxies. Do not select any of the SATADOMs
(on XCx30 appliances). You may need to create a new Nutanix storage container if there is not one
available.

8. Choose the storage folder for the DPMC VM virtual hard disk and then click Next.

Choose Folders for Virtual Machine Files

Before You Begin ‘You can specify new or existing folders to store the virtual machine files. Otherwise, the wizard
Id imports the files to default Hyper-V folders on this computer, or to folders spedified in the virtual
Locate Folder machine configuration.

ESecURiBANG RS [#] store the virtual machine in a different location

Choose Import Type
Virtual machine configuration folder:

|‘\\,Onkyo-clusher.nfs.loal\jnﬁa | | Browse...

Choose Destination

Choose Storage Folders
Checkpoint store:

Summary
|‘\\,Onkyo-clusher.nfs.loal\jnﬁa | | Browse...

Smart Paging folder:
|‘\‘|,Onkyo-CIuster.nfs.loal\jnﬁa| | | Browse...

< Previous | I Mext = I| Einish
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Before You Begin
Locate Folder

Select Virtual Machine
Choose Import Type
Choose Destination
Choose Storage Folders

Summary

Before You Begin
Locate Folder

Select Virtual Machine
Choose Import Type
Choose Destination
Choose Storage Folders

Summary

Choose Folders to Store Virtual Hard Disks

Where do you want to store the imported virtual hard disks for this virtual machine?

Location: |‘\‘|,Onkyo-CIuster.nfs.Ioml\jnﬁa| | | Browse...

Completing Import Wizard

|<Erevkx.|s|| Next = || Finish || Cancel

9. Review the summary. Click Previous to make any necessary changes.
10. To complete the DPMC VM import, click Finish.

You are about to perform the following operation.

Description:

Wirtual Machine:

DellPTCSM

Import file:
Import Type:

Checkpoint folder:
Smart Paging file store:

Virtual machine configuration folder:  \\Onkyo-Cluster.nfs.localljnfra\,

virtual hard disk destination folder:

F:\DellPTCSM. 4.0.0.966 1-HyperV\DelPTCSMVir tual Machines'(
Copy (generate new 1ID)

Wonkyo-Cluster.nfs.localiinfra
Wonkyo-Cluster.nfs.localiinfra
Wonkyo-Cluster.nfs.localiinfra

<l

To complete the import and dose this wizard, dick Finish,

|<Erevious|| Next = || Finish || Cancel |

11. From the Hyper-V Manager, select the DPMC VM and go to Settings.
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Data Protection Management Console (DPMC) deployment and registration with Prism Central

File Action View Help

«=| 2E BE

Hyper-V Manager Actions
yp g - .
Ha onkyo-1 Virtual Machines | ONKYO-1 o) |
Ha onkvo-2 Name  * State  CPUUsage  Assigned Memory Uptime

i New »
&a oncvo-3 Floeipcsm

5 NTNXHXMNKH2ACVM Running 0% 20480 MB 29224601

(& Import Virtual Machine...
[ Hyper-V Settings...

&1 virtual Switch Manager...
) Virtual SAN Manager...
o Edit Disk...

L Inspect Disk...

(m) Stop Service

< " 7 Remove Server
Checkpoints 4 Refresh

View >
The selected vitusl machine has no checkpoints B vep

| DellPTCSM ~
=i Connect..
@ start

S Checkpoint

= Move..

Export...

Rename...

DellPTCSM

=l
=0

S Delete..

Y Enable Replication...
7}

Created:  9/1/2017 6:48:17 PM Clustered:  MNo
Version: 50 Help
Generation: 1

HNotes: None

12. From the Virtual switch drop-down menu, select ExternalSwitch to connect the network adapter to an
external switch.

NOTE: You can enable a VLAN ID at this time if needed.

13. Click OK.
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[DellPTCSM

Jiaria

% Hardware

|~ @ Network Adapter

4"@ Add Hardware
1A BIOS
Boot from CD
[ Memory
16334 MB

® [} Processor
1 Virtual processor
(= i IDE Controller 0

[# = Hard Drive
system.vhd
= i IDE Controller 1
{4 DVD Drive
None
@ 5CSI Contraller

& L Network Adapter
ExternalSwitch

MNone

T com2

MNone
Diskette Drive
MNone
Py +

m MName
DellPTCSM
|ﬁ Integration Services
Some services offered
@j Checkpoint File Location

%é Smart Paging File Location

¥ Automatic Start Action
Restart if previously running

File Action View Help

fi\dellptesm. 4.0.0.966 1-hyper...

fi\dellptesm. 4.0.0.966 1-hyper...

Spedfy the configuration of the network adapter or remove the network adapter.
Virtual gwitch:
IExhemaISwihch
VLAN ID
[ ] Enable virtual LAN identification

The VLAN identifier spedfies the virtual LAN that this virtual machine will use for all
network communications through this netwoerk adapter.

Bandwidth Management
[] Enable bandwidth management

Spedfy how this network adapter utiizes network bandwidth, Both Minimum
Bandwidth and Maximum Bandwidth are measured in Megabits per second.

Minimum bandwidth: l:l Mbps
Maximum bandwidth: l:l Mbps

@ Toleave the minimum or maximum unrestricted, specify 0 as the value.

To remove the network adapter from this virtual machine, dick Remove.

0 Use a legacy network adapter instead of this network adapter to perform a
network-based installation of the guest operating system or when integration
services are not installed in the guest operating system.

14. To turn on the DPMC VM, in the right pane, click Start.

| n

5 Hyper-V Manager

| Actions
Ha onkvo-1 Virtual Machines
X _l
&a onkvo-2 State  CPUUsage  Assigned Memory  Uptime
Ea ONKYO-3 New 4
2 NTNXHXMNKHZACVM Rumning 0% 20480 MB 29224601 L& Import Virtual Machine...

[ Hyper-V Settings...
% Virtual Switch Manager...
| Virtual SAN Manager...
Edit Disk...
Inspect Disk...

<

(0 Remove Server

Checkpoints

Refresh

View 3
The selected vitual machine has no checkpoints.

-
v
&
(m) Stop Service
x
G
2]

Help

Connect...

Settings..

Checkpeint

15. To launch the console, right-click on the newly imported DPMC VM and select Connect.
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25

EE| Hyper-V Manager ]
File Action View Help
&= 55 HE

35 Hyper-V Manager
£3 ONKYO-1 Virtual Machines
£5 ONKYO-2
£5 ONKYO-3

-

MName State CPU Usage Assigned Memory  Uptime
3 NTNX-HXMNKHZ-ACVM  Running 1% 20480 MB 31.15:25:14

Settings...
Turn Off...
Shut Down...
Save

Pause

Reset
< m

Checkpoint

Checkpoi —

Export... The selected vitual machine has no checkpoints.
Rename...

Enable Replication...
Help

L | U 4

16. In the DPMC VM console, open the configuration file for the first network interface, ethO.

NOTE: For assistance with Hyper-V deployment requiring login to the DPMC filesystem, contact Dell EMC
support.

sudo vi /Zetc/sysconfig/network-scripts/ifcfg-ethO

17. Edit the network configuration to set static IP address and other network information.

ol DellPTCSM on ONI(YO—1]
File Action Media Clipboard View Help
BO@OO| I IP B

DEVICE=eth@
BOOTPROTO=none
ONBOOT=yes
PE=Ethernet
IPADDR=18.18.73.115

ETMASK=255.255.254 .8
GATEWAY=18.18.73.254
DNS1=18.211.27.1

18. Open the server’s /etc/sysconfig/network file, modify the HOSTNAME and DOMAINNAME to match
your FQDN and then save the file.
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DellPTCSM on ONKYO—1]

O

File Action Media Clipboard View Help

B O@OO I P B
ETWORK ING=yes
ETWORKING_IPUs=yes
DSTNAME=De 11PTCSH

DOMAINNAME=nfs. local

19. Run the hostname command using your FQDN to update the host name.

0% DellPTCSM on ONKYO-1

File Action Media Clipboard View Help

@3 @O0 b |k

[root@Del IFTCSH ~1# hostname DellPTCSH.nfs.local
[root@Del 1IPTCSH ~1# hostname

DellPTCSH .nfs. local

[rooteDel IPTCSM ~1# _

20. To implement the changes, restart the network service:

service network restart
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4.1

4.2
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Linking DPMC with Prism Central

DPMC works seamlessly with Prism Central and supports all ESXi and Hyper-V clusters registered with Prism
Central (AHV is not supported). You can connect Prism Central after DPMC is powered on.

Powering on and launching DPMC web interface

To power on and launch the DPMC web interface:

1. Launch the vSphere Client or vSphere Web Client, and then log into the vCenter Server. In Hyper-V,
launch the Hyper-V manager.

2. Locate the DPMC VM.

Right-click Power>Turn on VM.

4. Open the console window to monitor the power-on process until the power on is completed and no error
message is displayed.

5. After DPMC is successfully powered on, launch the DPMC web interface using the Network address
provided during the DPMC VM installation.

w

NOTE: Google Chrome is the only web browser that supports DPMC.

Connecting with Prism Central

To connect Prism Central with DPMC, you need the Prism Central IP address and credentials. You must
access DPMC with a Prism Central local user account with Admin privileges other than the default admin
account.

NOTE: After you have registered DPMC with Prism Central, the registration lasts for the lifetime of the DPMC
instance and cannot be changed.

During login, DPMC can also determine the account type (default admin or non-admin) and displays an error
if you try to access Prism Central as admin.

1. Use a web browser to connect to the DPMC web interface by entering the IP address assigned to DPMC
during deployment.

2. Enter the Prism Central IP address, username and password of Prism Central on the initial page. Click
the arrow.
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XC Series

Data Proleciion Management Console

Prism Central IP

NOTE: This step associates DPMC with Prism Central for the life of the DPMC instance, which cannot be

changed.

3. After DPMC is successfully connected to Prism Central, the DPMC home page is displayed.

DEALEMC |

Avamar Server Summary

Avamar Metadata Storage

Data Domain Server Summary

Data Domain File System Summary

0

VM{S} PROTECTED

Activity Summary (Last 24 hours)

XC Series Cluster and VM Summary

Series Clusters

Critical Alerts

Warning Alerts

WARNING

23nowrs age

8
3

Info Alerts

Mo Alerts

VM protection status
wimed off for cluster PT-
NTNX-HyperV. New status
is None. {1)

tumed off for cluster
NTNTX-HVZ. New status is

Events

28

XC Series Data Protection Management Console Administrator’s Guide | AO2

DEALEMC



Linking DPMC with Prism Central

NOTE: The home page displays No data available because no association to Avamar has been completed for
the Avamar Server.
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5 Association of Avamar with DPMC Virtual Machine

To associate an Avamar Virtual Edition (AVE) instance with DPMC, you need a web browser to connect to the
DPMC web interface.

The blank frames, displayed above, are intended to be populated with the AVE and Data Domain information.
To allow DPMC to populate these frames, deploy AVE and associate it with DPMC.

1. From the Settings (gear tool) drop-down menu, select Associate with Deployed Avamar VE.

NOTE: Consult the Avamar documentation for the deployment of the AVE VM and associating AVE with Data
Domain.

2. From the pop-up screen, enter the following information:

Field Description

AVAMAR IP ADDRESS The IP address of the AVE VM.

AVAMAR ADMIN PASSWORD The password for the admin user in AVE.
3. Click Finish.

Associate with deployed Avamar VE

Provide the following Information 1o be used for associating deployed Avamar.

AVAMAR IP ADDRESS

AVEAMER ADMIN PASSWORD

CE:—:I:EI m

After DPMC successfully connects to AVE, the system populates the frames on the DPMC Home page with
AVE and Data Domain information. All Avamar server information is updated by DPMC and is gathered every
15 minutes.

30 XC Series Data Protection Management Console Administrator’s Guide | AO2 DEALEMC



Association of Avamar with DPMC Virtual Machine

The following table specifies the information provided on the DPMC Home page with AVE and Data Domain

information:

Table 1

DPMC home page with AVE and Data Domain information

Widget

Information Provided

Avamar Server Summary

Avamar Health

Avamar Host Name
Avamar Version

Last Validated Checkpoint
License Expiration

Data Domain Server Summary

Data Domain Host Name
Data Domain Health

Data Domain OS Version
Data Domain System Name
Monitoring Status

Avamar Metadata Storage

Utilization

Total capacity of the AVE meta data storage
Available capacity of the AVE meta data storage
Bytes Protected by AVE

Data Domain File System Summary

Utilization
Total capacity of the Data Domain file system storage
Available capacity of the Data Domain storage

DGALEMC | Home

FTAVERSHIFTORVEASTAGSTORAGELD

eeeee

0.4%
015
a0 8% T o 5624 68 0%
- = L GE
s Boorecin 1M

. Used Available - Used Avniznie

PTDORSNIFTORVEAST AOSTORASELOCAL

ge e
LR

Figure 3
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6.1

6.2
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DPMC web interface menu overview

The following sections describe the user interface.

Home page

The home page is the main dashboard providing an overall summary of important information in the form of
widgets and menu items.

The home page is the default page that is displayed after logging into the system. The home page is always
accessible from other pages by clicking on the Dell EMC logo on the management toolbar.

Home page widgets
The home page has widgets that serve as the main information window for the customer. The following
widgets are displayed on the home page:

e Avamar Server Summary

e Avamar Metadata Storage
e Data Domain Server Summary

e Data Domain File System Summary

e Activity Summary (Last 24 hours)

e XC Series Cluster and VM Summary

e Critical Alerts

e Warning Alerts

e Info Alerts
e FEvents

DEALEMC | Home

RIO AVE NFSLOCAL

W Used Available

TH0-183
MR, CHOIAM

561408
5614 GE
55.0.GE
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00 VE Version 3
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Figure 4
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Home page menu items

The home page also has a drop-down menu of items available. The home page menu items are always
available from the top of all pages.

Table 2 Home page menu items

Menu item | Description

Home Links to Home page and additional options
Alerts Links to additional menu of system alerts
Help Links to Help menu items

Settings Links to Setting options

(gear tool)

Admin Links to administrative submenu items

DZALLEMC | Home

[}
Avamar Server Summary 20 DPMC health | Server Summary Activity Summary (Last 24 hours) help | 214 settings user
menu g
menu menu menu

Figure 5 Home page menu items

Menu from Home drop-down
The Home drop-down menu displays the following options:

Table 3

Menu Item Description

Home Links to Home page.

VM View and interact with VMs registered to Prism Central and managed by
DPMC.

Cluster View and interact with XC clusters registered to Prism Central and
managed by DPMC.

Alerts View and interact with alerts displayed by the application.

Avamar Server Summary

Cluster
Aleris

Figure 6  Home drop-down menu

Home submenu
The Home submenu item links you to the home page.
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6.3.1.2 VM submenu

The VM submenu item links you to the page where you can view and interact with the VMs that are managed
by the application. It contains a sortable table of VMs and other menu items.

The following table is a list of items for the VMs. The VM table is sortable and filtered by one or all of the

following:

Table 4

VM submenu items

Sortable item

Description

VM Name

Displays the VMs that are in XC cluster and managed by Prism Central.

Cluster Name

Displays the name of the cluster for the corresponding VMs.

Host

Displays the name of the Host that holds the corresponding VM.

IP Address

Displays IP address of the VM.

Backup protection status

Displays Protected or Unprotected status. A VM is determined to be
Protected if it is a member of an active Avamar backup group or contains a
successful backup less than 72 hours old.

Avamar Group

Displays all Avamar backup groups that a VM is a member of.

Retention Policy

Displays retention policy of the VMs.

Last backup (Date)

Displays the last date of backup associated with the VM.

Last backup status

Displays the latest backup status.

Last successful backup

Displays the last successful backup.

-
shortcut to
On-Demand
1 Backup menu >
current filters (click to reveal options) ‘ (multi)
search field }’
- shortcut to
& VM NAME osT P ADDRESSES PROTECTED AVAMAR GROUP(S) RETENTION POLIC AST BACKUP - =-| Deploy Avamar
= vSphere Proxies
o _ : NTNX-GLEMC42- . menu
@ FatyVM NTNX-ESXi Protected XC-Series-DPMC-Group XC-Series-Gold
A pgstorage.local
NTNX-GLEICA2-
@ furayTest NTNX-ESXi 200%:dbB: Protected XC-Series-DPMC-Group XC-Series-Gold
A pgstoragelocal
_ NTNX-GLEJCA2-
New Virtual Machine NTNX-ESXi Unprotected  None NiA - None
A pgstorage local
D ntnx-
N NTHX-GLEMCA2-
aveproxy prdeveastpgstora  NTNX-ESXi 10106524 Unprotected  None NiA - None
A pgstorage.local
gelocal
@ nmx-
NTNX-GL7HCA2-
aveproxy2 ptdeveastpgstor  NTNX-ESX2 10106523  Unprotected  None Default Retention
Apgstorage.local
agelocal
i NTNX-GL7HCA2- . .
ProtectMe NTNX-ESX2 Protected XC-Series-DPMC-Group XC-Series-Bronze -
A pgstorage local
- _ NTNX-JGYGCA2- )
@ PTAVEESX2 NTNX-ESX2Z 1010.65.23. Unprotscted  None hoce
A_pgstorage local
click on a row to display additional actions
NTNX-GLEICA2-
PTAVEESXi NTNXESXi 1010.6517 Unprotscted  None e -
A pgstorage.local
PTPCESX2 NTNX-ESX2 NTNXJGYECA- 10106523 U i N NiA N On-Demand Backup
E A 1 Inprotected jone / - one
Apgstoragelocal . of selected VM
. = NTNX-JGYIC42-
PTPCESXI NTNX-ESXi 10.10.65.20... Unprotected None N/A - None -
A pgstorage local
policy options for | # Update - | |- amar On-de
selected VM
L
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By using the Select Filter drop-down, you can select a filter to sort the VMs by Cluster Name and Backup

protection.

Select Filter

Cluster Mame

All

Backup Protection

Status

Al

L1

L1

Figure 8  Select Filter

6.3.1.3 Cluster submenu

The cluster submenu is a drop-down item in the management toolbar where you can view and interact with
the XC clusters that are registered to Prism Central and managed by DPMC.

The Cluster page contains a sortable table of clusters, which may be filtered by one or all of the following:

Table 5 Cluster submenu items

XC Series Cluster Name

The name of the cluster that are managed by Prism Central.

Acropolis (AOS) version

Nutanix operating system for corresponding cluster.

Hypervisors

Cluster hypervisor.

Number of Hosts

Number of nodes for the corresponding cluster.

Number of VMs

The total number of VMs on the cluster.

VMs Protected

Number of VMs that are protected from the cluster.

Monitoring status

Configuration to be done when a new VM is added to the cluster.

Default retention

Default retention policy chosen for the cluster.
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shortcut to
Manage XC [~

Series Clusters
menu
m 2 XC Serles Clusters search table q
search field
& XC SERIES CLUSTER NAME TE;;ZT\‘LE AOS) HYPERVISORS NUMBER OF HOSTS NUMBER OF VMS VMS PROTECTED MONITORING STATUS DEFAULT RETENTION
NTNX-ESX2Z 5103 ESXi 3 13 3 NOTIFY AND AUTO PROTECT XC-Series-Bronze
NTNX-ESXi 503.2 ESXi 3 17 2 NOTIFY AND AUTO PROTECT  XC-Series.Gold

Figure 9  XC Series Cluster page

NOTE: You can search the cluster table for any text from the Search the Table field.

The Cluster page provides the option of configuring the action to perform when a new VM is detected on the

cluster. You can choose from the following options:

NONE No automated action is taken by DPMC. Manual configuration and
protection may still be configured.
NOTIFY ONLY DPMC provides alerts for new VMs detected in the DPMC Alerts page but

does not perform any action on the VMs. Manual configuration and
protection may still be configured.

NOTIFY AND AUTO-
PROTECT

DPMC automatically protects new VMs on the cluster with the default
retention policy selected for the cluster and provides an alert for the action
taken.

RETENTION POLICY

The default retention policy for a cluster selected from all available
retention policies in Avamar. This policy is used to protect VMs when auto-

protection is enabled on the cluster.

Manage XC Series Clusters

Select the monitering status and default Avamar Retention policy for each XC Serles cluster. You can choose
no monitonng. noufication of new unprotected VMs only or notification and aute-protection of new VMs.

KC SERIES OTIFY AND

CLUSTER OME OTIFY O A O-PROTEC RETE Ol POLRC
MTNX-ESX2 [+ ] i y
NTNX-ESXi B 8 (=] XC-Series-Goid L

Figure 10 Manage Nutanix Clusters
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6.3.1.4 Alerts submenu

The Alerts submenu item is where you can view and interact with alerts displayed by the application.

The Alerts page contains a sortable table, which may be filtered by one or all of the following:

Table 6 Alerts submenu items

Item

Description

Severity (Info,
Warning, Critical)

Severity level.

Issue

Short description of the reason for the alert.

Time Stamp

Date/time the alert was generated.

Acknowledged User and date/time it has been marked acknowledged or unacknowledged.
Resolved User and date/time it has been marked resolved or unresolved.
Entities Entity generating the alert.

switch between S (]
Alerts and Events current filters (click to reveal options)
Alert Unresolved X ~

9 Alerts Q
[ SEVERITY IS5UE TIMESTAMP ACKNOWLEDGED RESOLVED ES
— Guest VM furayTest on cluster NTNX-ESXI is now protected with XC-Series-Gold retention
@ Info 11717, 02:18:33pm VM
policy.
. @infe Guest VM FattyVM on cluster NTNX-ESXi is now protected with XC-Series-Gold retention policy. 11-17-17. 02:18:28pm VM
Guest VM ProtectMe on cluster NTNX-ESX2 is now protected with XC-Series-Bronze retention R
@ Info 11717, 02:18:25pm VM
policy.
L @ info On-Demand Backup on treyVM-40 completed successfully. N-17-17, 02:07:25pm BACKUP
L @ Info Client SomeNewVM_UBSGAvgQqbsGcHulgbpDRw has completed successfully. 1-17-17. 02:05:29pm AVAMAR
( @ info On.Demand Backup on SomeNewVM completed successiully 11717, 02:05:1pm BACKUP
L @ info VM protection status changes for cluster NTNX-ESXi. New status is Notify And Auto Protect N-17-17, 02:03:1pm CLUSTER
L @ Info VM protection status changes for cluster NTNX-ESX2 New status is Notify And Auto Protect. 117417, 02:03:¥pm CLUSTER
O @ infe Console server data was saved to Server successfully. 11717, 0145:03pm BACKUP

Figure 11  Alerts page

The Select Filter option lets you sort alerts by severity and resolution. It also displays alerts based on
timeline. You can select alerts within a specific time frame for a particular severity and the resolution status.
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HHI Event ‘

1 SEVERITY

| warning
| @ Info

| @ nfo

| _ Warning
] @ Info

Select Hiter

ISSUE Severity
VM protection status turned off for cluster HK-Cluster. All

New cluster added - HK-Cluster. Resolution
Existing clusier removed - HK-Cluster. All

VM protection status turned off for cluster HK-Cluster. Erai

New cluster added - HK-Cluster.

m

To

-1}

g Alert§

c]

Figure 12

Select filter on Alerts page

When alert(s) are selected in the alerts table, you have the option to Acknowledge or Resolve the selected

alerts.

Alert

Description

action.

Acknowledge | Updates the acknowledge status of the alert with the date/time and user who
performed the action
Resolve Updates the resolve status of the alert with the date/time and User who performed the

You also have an option to perform the same action on all alerts or clear the selection.

m Event ] I 2 of 9 rows selected. Select all 9 rows, Clear selection. | Acknowledge

() g severiTY
® Info
@ Info
| ®infe

® Info
_ | ®nfe
i NG
® Info
_ | ®nfe

| | ®nfo

select row(s) to display Unresolved X

additional actions

ISSUE

Guest VM furayTest on cluster NTNX-ESXi is now protected with XC-Series-Gold retention
policy.

Guest VM FattyVM on cluster NTNX-ESXi is now protected with XC-Series-Gold retention policy.

Guest VM ProtectMe on cluster NTNX-ESX2 is now protected with XC-Series-Bronze retention
policy.

On-Demand Backup on treyVM-40 completed successfully.

Client SomeNewVM_UBSGAvgQqbsGcHUJqbpDRw has completed successtully.
On.Demand Backup on SomeNewVM completed successfully.

VM protection status changes for cluster NTNX-ESXi. New status is Motify And Aute Protect
VM protection status changes for cluster NTNX-ESX2. New status is Notify And Auto Protect

Concole server data was saved to server successfully.

take actions on
I selected alerts

TIMESTAMP

NA7-17, 02:18:33pm

1-17-17, 02:18:28pm

1117-17, 02:18:25pm

1-17-17, 02:07:25pm

1-17-17. 02:05:29pm

117-17, 02:05:11pm
111717, 02:03:11pm
1-17-17, 02:03:11pm

1M17-17, 01:45:03pm

ACKNOWLEDGED

RESOLVED

ENTITIES

M

VM

VM

BACKUP
AVAMAR
BACKUP
CLUSTER
CLUSTER
BACKUP

Figure 13

Acknowledge and Resolve on the Alerts page
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The second tab on this page is for events. The Event page contains a sortable table that you can filter by one
or all of the following:

Table 7

Event page items

ltem

Description

Message

Description of the event

Modified by

Entity that generated the event

Acknowledged

Acknowledgment status

Time Stamped

Time the event occurred

toggle already 1
take actions on acknowledged events
selected events
m IZ of 61 rows selected. Select all 61 rows. Clear selection. | Acknowledge I 1-20 of 61 > I Q
[ MESSAGE / MODIFIED BY ACKNOWLEDGED TIMESTAMP
py

Userd galact row(s) to display paosai1s0 admin By admin (1117, 0Z2:46:41pm) 11-17-17, 02:19:33pm

e additional actions admin By admin {1117, 02:46:41pm) 1.17.17, 02:18:31pm

[ Client was updated 11-17-17, 02:18:30pm

[ Client group membership successfully updated 11-17-17. 02:18:29pm

(= Client group membership successfully updated 1-17-17, 02:18:29pm

l Client group membership successfully updated M-17-17, 02:18:29pm

I Client added 11-17-17, 02-18:29pm

(= Client was updated 11717, 02:18:28pm

l Client was updated N-17-17, 02:18:27pm

I Client group membership successfully updated 11-17-17. 02:18:27pm

C Client group membership successfully updated 11-17.17, 02:18:27pm

l Client group membership successfully updated 11717, 02:18:26pm

l Client added 11-17-17. 02:18:26pm

[ Client was updated 11-17-17, 02:18:25pm

[ Client was updated 1-17.17, 02:18:25pm

l Client group membership successfully updated 11-17-17. 02:18:24pm

[ Client group membership successfully updated N-17-17. 02:18:24pm

(= Client group membership successfully updated 1-17-17, 02:18;24pm

l Client added 1-17-17. 02:18:24pm

(= Client was updated 11717, 02:07:25pm

—
d

Figure 14 Event page

You can manage the events from this page (review, acknowledge and other activities).
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Settings (gear tool) menu

The Settings (gear tool) menu contains the following submenu options:

Table 8

Settings (gear tool) menu items

Menu item

Description

Associate with Deployed Avamar
VE

This option only appears when DPMC has not been associated with an
Avamar VE.

Manage XC Series Clusters

Monitors status and default Avamar Retention policy for each Nutanix
cluster.

Avamar Registration

Update Avamar IP address or credentials.

Backup schedule

The VM backup schedule.

Retention Policies

Configure and manage VM retention policies.

On-demand Backup

Allows you to back up any individual from the VM table on the VM page

Deploy Avamar vSphere Proxies

Allows you to deploy the Avamar vSphere proxies (ESXi only).

Launch Avamar Administrator

Allows you to launch the Avamar administrator.

Support Bundle

Generate a log bundle that contains log files from both DPMC and Avamar.

Ul Settings

Configure web session timeout.

Upgrade Software

Allows you to upgrade the DPMC.

Manage XC Series Clusters
Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

Figure 15 Settings (gear tool) menu

Associate with Deployed Avamar VE
This menu item allows the user to associate an existing AVE with DPMC. This menu item is explained in the
Assaociation of Avamar with DPMC Virtual Machine section.
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After the association and validation is complete, the menu item to associate an existing AVE with DPMC will
no longer display in the Settings (gear tool) drop-down menu.

6.3.2.2 Manage XC Series Clusters
This menu item selects the monitoring status and default Avamar Retention policy for each Nutanix cluster.
You can select no monitoring, notification of new unprotected VMs only or notification and auto-protection of
new VMs.

On this setup page, you can manage the cluster. You can select the monitoring status of the cluster as well as
the default retention policy. After selected, DPMC manages the cluster and all the VMs associated with that
cluster based on the selection.

DPMC is notified when Nutanix clusters are joined to the Prism Central instance; therefore, if any new cluster
is added, DPMC will display the new cluster. DPMC also checks the heartbeat of each cluster that Prism
Central is connected. If the cluster is in an unreachable state, you are not able to initiate any actions on that
cluster.

Manage XC Series Clusters
Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vsphere Proxies

Launch Avamar Administrator

Support Bundile
Ul Settings
Upgrade Software

Manage XC Series Clusters x

Select the monitoring status and default Avamar Retention policy for each XC Series cluster. You can choose
no menionng. notfication of new unprotected Vs only or notification and auto-protection of new VMs.

NTMX-ESX2 o

NTNX-ESXi ) e o [XC-Series-Gold v

Figure 16 Manage XC Series Cluster
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6.3.2.3 Avamar registration
This submenu item allows you to configure the Avamar instance being managed, update the IP address or

change the credentials if needed.

NOTE: Updating the Avamar Registration does not update any settings on the Avamar server itself. This is to
update DPMC with the correct information in the case where you have reconfigured one or more of the

settings on Avamar.

Manage XC Series Clusters

Avamar Registration

Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator
Support Bundle

Ul Settings
Upgrade Software

Figure 17 Avamar Registration

After the Avamar registration is selected, a pop-up window is displayed. To edit the Avamar setting, click the
Edit icon, update the appropriate fields and then click Save.

edit

Configure the Avamar insiance being managed. AL the current tme y
only manage a single Avamar instance
ADDRESS
PTAVEESXi.ptdeveast pgstorage. loca 103065172

Figure 18 Edit icon
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6.3.2.4

HO AME
S G e T e hostname from
: : < Avamar
|F ADDRESS
1010.65.172
USER
PASSWORD

< Back Cancel m

Figure 19 HOSTNAME

Backup schedule

This menu item configures the frequency of Avamar scheduled backups for DPMC managed VMs. You can

change the default as needed.

Manage XC Series Clusters

Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings

Upgrade Software

Figure 20 Backup Schedule

DPMC automatically defines a single backup schedule. The name of the Avamar backup schedule group is
XC-Series-DPMC-Schedule. The default configuration for the backup schedule is to run daily backups at
10:00PM in the Avamar server's time zone. DPMC expects less network traffic at 1L0PM. However, you can

select a different schedule if necessary.
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6.3.2.5

Update Backup Schedule

NAME

START TIME

The schedule isin Ti

11:00 AM O]

Choose the WM backup schedule. All VM backups will
follow the same backup schedule

Run backups on the follow ng days each week

GsgavBaTaOwaGTEBFAS

displayed time zone
matches Avamar

Figure 21  Update Backup Schedule

Retention Policies

This menu item provides you the ability to create new retention policies. DPMC creates the following default

Avamar retention policies:

XC-Series-Gold (90 days)
XC-Series-Silver (60 days)
XC-Series-Bronze (30 days)

Manage XC Series Clusters

Avamar Registration

Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings

Upgrade Software

Figure 22 Retention Policies

After you select the Retention Policy button, a page is displayed that allows you to create a new retention

policy.
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Retention Policies x

Configure Avamar retention policies 1o define how long backups are store

ok New Retentian

Default Retention

End User On Demand Retention

Minimal Retention

Monthly Retention

Weekly Retention

XC-Senes-Bronze

HC-Senes-Gold

XC-Senes-Siver

650 days

60 days

&0 days

1 months

1weeks

30 days

90 days

60 days

true

false

false

lalte

false

false

false

false

Figure 23 Add new retention

To create a new retention policy, click + New Retention.

After the new retention policy window opens you can provide a name for the new policy and configure the

retention of the backups using one of the basic options or the advanced settings.

For a basic retention policy select one of the following:

e Retention period
e End date
e No end date

45
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Create Retention Policy

Enter a name for your retention policy and select from basic or advanced settings

NAME
(O Retention Period | 60 day(s)
O End date ]

() No end date

< Back o Advanced Settings Cancel m

Figure 24  Create basic Retention Policy

For an advanced retention policy, you may define the retention period in days, weeks, months or years for

one or more of the following:

Dailies
Weeklies
Monthlies
Yearlies

46
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6.3.2.6

Create Retention Policy

() Retention Period

(O End date
O No end date

ADVANCED SETTINGS

KEEP DAILIES FOR

60 day(s) %

KEEP WEEKLIES FOR

day(s) ¥

KEEP MONTHLIES FOR

day(s)

KEEP YEARLIES FOR

day(s) ¥

dayls) =

&

< Back 2 Advanced Settings Cancel m

On-demand Backup

On-Demand backup lets you initiate a one-time backup of one or more VMs managed by DPMC including

VMs across multiple clusters.

Manage XC Series Clusters
Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings

Upgrade Software
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Figure 25 On-Demand Backup from Setting (gear tool)

You can select multiple VMs or a particular VM to backup. After the on-demand backup is requested, DPMC
immediately initiates the backup action on the VM requested.

On-demand Backup

Select WMs to be backed up by Avamar on-demand.

~ DelPTCSM_B5.244 Unprotected
a8 AutoProtecvM Unprotected
] treyWM-40 Protected

T f— select one or more VMs Unprotected
SomeNewVM Protected

B treyWM-ToProtect Unprotected
_ PTPCESX2 Unprotected
® ninx-aveproxy2 ptdeveast pgstorage local Unprotecied

Backing up this VM is not supported.

Unprotected

- Backups are disabled for certain VMs. Unprotected

Hover over checkbox for details

Unprotected

Pratactide =t e |

Figure 26 On-Demand Backup

After you select the VM(s) that you want backed up, select Backup.

Click OK to confirm or cancel to go back and review.

Do you want to run an Avamar on-demand backup
now?

Mote: On-demand backups will be stored for the
default retention period of 60 days.

Figure 27 On-demand backup confirmation window

A popup window is displayed momentarily informing you that the backup job was initiated successfully.
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6.3.2.7

6.3.2.8
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Deploy Avamar vSphere Proxies (ESXi only)
This menu item is always displayed but only applies to ESXi clusters.

Manage XC Series Clusters
Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Sofltware

Figure 28 Deploy Avamar vSphere Proxies

This menu item deploys Avamar vSphere proxies according to the Avamar Server recommendation. Proxy
VMs facilitate backup activities for Avamar on ESXi clusters and are required for backing up VMs. A proxy
deployment recommendation may be performed at any time, but DPMC prompts the user to run the proxy
deployment recommendation when a new ESXi cluster is discovered. DPMC deploys these proxy VMs with
minimal effort. This action must be completed during the initial configuration.

Proxy VM creation is described in detail in the vSphere Proxies for ESXi section of this document. This step
may take 10 minutes or more based on number of clusters to be configured.

NOTE: Proxy VMs are created using vCenter and must remain with the host (i.e. cannot be migrated). An
Avamar or DPMC VM deletion will not delete the proxy VMs.

Launch Avamar Administrator
You can manage Avamar by using the Avamar Administrator applet.

XC Series Data Protection Management Console Administrator’s Guide

DPMC provides a download option. You can select the Launch Avamar Administrator item and DPMC will
install the administrator application on the management console.

You can also download the Avamar Administrator applet, directly from the Avamar web server located at
https://xx.xx.xx.xx/dtlt/home.html, where xx.xx.xx.xx is the AVE web address.
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Manage XC Series Clusters
Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundie
Ul Settings
Upgrade Sofltware

Figure 29 Launch Avamar Administrator

If you want to launch the administrator from DPMC, DPMC launches a java application, which downloads the
application.

Home v

DELLEMC |

Avamar Server Summary Data Domain Server Sum

Y

YAMAHAAVE.NFS.LOCAL 100.80.108.197
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CRITICAL

ception

XC Series Cluster and VM Summary

XC Series Clusters
WMs
Hosts

Discard

enne o

B
29
E

Critical Alers
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CRITICAL

Client testd_UALLNghEQACH 7N G2Dcal
reason ; FAILURE. (1)
& haurs ago

On-Demand Eackup on test4 faild
&naurs agn

Warning Alerts.

VM protectian

for cluster Wl

& None.

Event thiotting
WARNING code 1()
&hours ago

Event thiotting
code 111

Info Alzns Evems
INFO
& hours ago Last evr

Figure 30 Avamar Administrator Java Application download

The DPMC runs the administrator application, which will start the Avamar Management Console Client. After
the application launches successfully, a window opens requesting the Avamar IP address and credentials.
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DPMC web interface menu overview

Avamar

‘1 02112718 v Authorized users only.

1T you are not an authorizad user,

exit this screen
oot

options Help
Wersion 7.5.0-183
©2001-2017 Dell Inc. orits subsidisries. All Rights Reservad. ML E M C

Figure 31 Login — Avamar Administrator

After you enter the proper credentials, the Avamar Administrator Console is displayed.

|Actmns Tools WMware Mavigation Help

o i s 1 N 41 . e S > 9

System Information Capacity

3 System State [v Legend: [] 0-75% used | 75.00% used [J] 500% used [ Available

6.3.2.9

& Scheduler State Running | Suspend | B vamahaavenfs local dd 100801051097
& Maintenance Activities State: Running Utilization: 0.8% TOEE  IIEA €D
0 License Expiration: 2017-10-27 08:07:24 PDT Used: 384.0 GIB (0.0%)
Data Protected 289.0 GB Available: 400966.4 GIB
Data Protected in last 24 hours:  233.0 GB Forecast S893516y:10m:7d
Activities Critical Events
&% BackupJobs (¥ Periad: Last 24 hours
30 WARNI

Pending io i Succeeded with Exception io i
| succsosst [T

¢ Replication Jobs ¥ Period: Last 24 hours v

Failed iﬂ i
Pending io i Succeeded with Exception i() i
Running io i Succeeded io i

Figure 32 Avamar Administrator Console

Support Bundle

This menu item provides you a way to collect logs easily from DPMC. The Support Bundle is a unified

compressed support bundle or diagnostic file that is downloaded to the download folder. It includes

configuration information, licensing and log files for DPMC and the Avamar server.
To download the file:

1. From the Settings (gear tool), click Support Bundle.
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Manage XC Series Clusters

Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings

Upgrade Software

2. A popup is displayed requesting confirmation. Click OK.

Do you want to genarate a support bundle now?

3. After the file is generated, DPMC displays the log file downloaded in the left corner. The file is also
available in the Downloads folder of the management node.

Avamar Metadata Storage

@ Utilizati
Total Capal
Available O

100.0%

Bytes Prot

o Used Auailable

3 logs (2).zip & A

4. DPMC and Avamar logs are downloaded to the browser in a single zip archive.
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NOTE: Keep the DPMC Web Console open until the bundle has downloaded completely. Otherwise, the

system cancels the operation.

m = Compressed Folder Tools
Hame Share View Extract

=TT

v @

T |l » ThisPC » Downloads » logs () »
Jr Favorites Mame
Bl Desktop L logs
& Downloads

. Recent places

M This PC
& Desktop
I Documents
& Downloads
W Music

Type

File folder

v €| | Searchlogs ()

Compressed size Pasyword ... = Sze

2

Ratic

6.3.2.10 Ul Settings

Ul settings set the security policy of the DPMC web session.

Manage XC Series Clusters

Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundile
Ul Settings

Upgrade Software

Figure 33 Ul Settings

The Ul Settings allow you to change the session timeout as needed.
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Ul Settings

XC Series

Security Settings

SESSION TIMEOUT
¥ 5 minutes
10 minutes

15 minutes

30 minutes

Cance' m

Figure 34  Session Timeout

6.3.2.11 Upgrade Software

Manage XC Series Clusters

Avamar Registration

Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

Figure 35 Upgrade Software

This item provides you the current build version and an easy way to upgrade the DPMC software if needed.

If you select the upgrade menu item, DPMC displays the current version and provides an upgrade choice.
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Upgrade Software x

XC Series DPMC

CURRENT VERSION 1.0.0.11334

AVAILABLE COMPATIBLE VERSIONS
current version

Mo available wersions for upgrade.

UPLOAD UPGRADE SOFTWARE BINARY

You cnrl.. pload the XC Series DPMC l'lstcad of downloading from the Internet

f

‘ display file upload options

Figure 36 Version and upgrade choice

Upgrade Software

XC Series DPMC
CURRENT VERSION 1.0.011334
AVAILABLE COMPATIBLE VERSIONS
No available versions for upgracle.

UPLOAD UPGRADE SOFTWARE BINARY

XC SERES DPFMC FILE

Choaose File | Mo file chesen

Cancel Upload Now

select upgrade file
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6.3.3.1

XC Series DPMC

AVAILABLE COMPATIBLE VERSIONS

CURRENT VERSION 1'0'

011324

XC SERIES DPMC Upgrade

Upgrade
Bundle
UPLOAD UPGRADE SOFTWARE BINARY
You can upload the XC Series DPMC instead of download ng from the Internet

uploaded file successfully
varified and ready to upgrade

Figure 37 Upgrade

If DPMC is running the latest version, it displays a message that there is not an available version for upgrade.

You can download the upgraded version of DPMC from the internet, if necessary.

Admin menu

The home page has a drop-down Admin menu item that contains the following:

* About Dell EMC
* Sign Out

Admin2

About Dell EMC
Sign Out

Figure 38 Admin drop-down menu

About Dell EMC

This menu item provides information about DPMC.
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DPMC web interface menu overview

Admin2

About Dell EMC
Sign Out

Figure 39  About Dell EMC

About Dell EMC

DALEMC

XC Series Data Protection Management Console
1.0.011334

a product of

XC Series Data Protection Management Consale Ul
Dell Inc. or its subsid
Copyright 2017. All rights

i

Figure 40 About Dell EMC

6.3.3.2 Sign out
This menu item lets you sign out of the system.

v | Admin2 8, ~

About Dell EMC
Sign Out

Figure 41  Sign Out

After signing out you are returned to the DPMC login page.
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XC Series

Figure 42 DPMC login page
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7 Initial Configuration

After an Avamar instance is associated with DPMC, you need to deploy the proxy VM (for ESXi) or configure
Avamar clients for Hyper-V.

7.1 vSphere Proxies for ESXi

Avamar reduces the backup workload movement across clusters; therefore, the Avamar agent needs to be
installed on the cluster that you want to back up. This is accomplished by deploying an Avamar Proxy. The
proxy VM works with VMware infrastructure and is required for ESXi cluster backups/restores.

DPMC can install and configure the Avamar vSphere Proxy VM. This option becomes available after an ESXi
cluster is discovered by DPMC or during initial setup.

Installing a proxy VM needs to be completed when DPMC associates an Avamar instance. Additionally, the
proxy VM deployment needs to be completed when a new cluster is added. After the cluster is added, DPMC
prompts to deploy the proxy VM.

After you select the Deploy Avamar vSphere Proxies menu item, DPMC performs a series of tasks to install
and configure the Avamar Proxy VM. If a failure occurs, identify which step failed by checking the following
progression.

1. To configure, click Deploy Avamar vSphere Proxy.

DELLEMC | Home

Compiets viphe e Chuter Serup (| of | srepa)

Daploy Avamat vSphaie Provias -

Managa XC Series Clusters
...........
750183
1UITIT, 07 00AM Masel DDERSE
1002317, D5:07AM TEL ox
et Eheckpeaing

Suppott Dundia

Ul Sattings

Upgrae Soltwars

100.0% 100.0% s _-q;u::f.-se 5

AIOOFT GiE

242 157

. Used Awsilable . Used Bwailable

2. Configure the data change rate and the backup window.
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Avamar vSphere Proxies

Enter estimated data change rate and backup window or click
Next to use defaults.

DATA CHANGE RATE (%)

12
\-{ These values are the Avamar defaults I
BACKUP wth
720

3. After you provide the change rate and backup window time, DPMC queries the cluster structure.

This operation may take a few minutes because DPMC needs to retrieve all the cluster information from
Avamar. After the proxy deployment recommendation is generated, DPMC creates the proxy based on
the input provided.

Avamar vSphere Proxies

Mew Avamar vSphere proxy VM(s) will be deployed on the following hosts. Edit the details of
each proxy WM to be deployed, providing the required information, before clicking Submit

Proxy VM deployment will take some time to complete once submitted

4. Configure the Proxy VM by clicking the edit button.
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Avamar vSphere Proxies

MNew Avamar vSphere proxy VM{s) will be deployed on the following hosts. Edit the details of

o

fore clicking Submit

. edit

each proxy VM to be deployed, providing the required information

Proxy VM deployment will take some time 10 complete once submitte

pt-ntnx-=5K 10.10.65.88 ”

NOTE: If the recommendation determines that no additional proxy VM(s) are required, indicating they have
already been previously deployed through DPMC or Avamar Administrator, you will see the message below.

5. Click Finish to exit the proxy deployment wizard.

Avamar vSphere Proxies

New Avamar vSphere proxy VM(s) will be deployed on the following hosts. Edit the details of
each proxy VM to be deployed, providing the required information, before clicking Submit.

Proxy VM deployment will take some time to complete once submitted.

= CLUSTER HOST

No additional Avamar vSphere Proxy VM(s) are required at this time.

6. Validate the Proxy VM configuration.
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Avamar vSphere Proxies

Input all fields below 1o deploy the Avamar proxy VM on 1010.65.88 in cluster pr-ntnx-esxi

Click Va

ida

te Proxy Config to save data for this proxy and return 1o the table of all Av
vSphere proxies to be deployed

Mote: The proxy VM name should be a fully gualified domain name and resolve with the DNS

provided, Ensure proper DMS entries exist

MNAME [FULLY QUALIFIED DOMAIN NAME,

= ADDRESS DHz
GATEWLY SUBNET MASK
METWORK
vm network -
DATASTORE
avecomainer s
‘Validate Proxy Config

{ Back to List Cancel m

DPMC attempts to validate forward and reverse DNS name resolution. If successful, the system prompts

you to deploy the proxy VM.

Avamar vSphere Proxies

MNew Avamar vSpheres groxy VWh{s) will be deployed on the following hosts. Edit the details of

each proxy VM to be deployed, providing the required information, before clicking Submit

Proxy VM deployment will take some time 10 complete once submitted

successful
validation [

pt-ntnx-ssxi 0106588 #

Submit the Proxy VM for creation after validation.
Status of Proxy VM creation is displayed.
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7.1.1

Avamar vSphere Proxies

Initiating deployment of Avamar vSphere Proxy YM(s). Deployment will take some time
once it has been successfully initiated.._

Mew Avamar vSphere proxy VM{s) will be deployed on the following hosts. Edit the details of
each proxy VM to be deployed, providing the reguired information, before dicking Submit.
Proxy VM depioyment will take some time to complete once submitted.

nnx-esx2 101065206 rd

10. Check the vCenter for the proxy VM deployment status.

Recent Tasks Alarms

Task Name = Target ~ Status =
Deploying Avamar proxy E:I MNTNX-AVEPROXY 2 ptdeveast.... - 18%
Deploy OVF template MNTHNX-AVEPROXY 2 ptdeveast.... _ 46% €3

DPMC behavior if no proxy is created after adding a new cluster

A pop-up window is displayed every 30 seconds when DPMC detects that a new ESXi cluster has been
registered to Prism Central, prompting you to complete a proxy deployment recommendation. After you have

completed the steps for creating and deploying the proxy VM(s), the prompt disappears.
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7.2.1
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Complete vSphere Cluster Setup (1 of 1 steps)

Deploy Avamar vSphere Proxies «

Associate with Deployed Avamar VE

Manage XC Series Clusters

Backup Schedule

Retention Policies
On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamear Administrator

Support Bundle

Ul Settings

Upgrade Software

Alens Evenis

Figure 43 Deploy Avamar vSphere Proxies

Avamar client configuration in Hyper-V

DPMC can install and configure the EMC Avamar Client and the EMC Avamar Backup Hyper-V VSS Plugin to
an iSCSI target using Acropolis Block Services on each Windows host that exists on a cluster. This option
becomes available once a Hyper-V cluster is discovered by DPMC or during initial setup.

NOTE: If multiple Hyper-V clusters are discovered by DPMC at the same time, you need to perform all steps
in this section for each cluster.

Setting iISCSI Data Services IP address

You need to set the iISCSI Data Services IP address in the Prism web interface to provide target discovery to
clients and simplify external iISCSI configuration on clients with Acropolis Block Services.

1. Access the Prism web page using the Nutanix cluster IP address and log in.

XC Series Data Protection Management Console Administrator’s Guide | AO2 DEALEMC



Initial Configuration

ssssssee

Powered by NUTANIDT

2. Inthe upper right corner of the page click on the Settings (gear tool) and select Cluster Details.

Krell-Cluster

Prism Centra Cluster-wide Controller IOPS

Hypervisor Su
-‘:5_\ i | TN
Hyper: (A

v Launch 1 ILULRRAAAR .13‘:\: JRLAAR

Storage Summary Cluster-wide Controlier {0 B 21125 30 rebooted

107.25 TiB free (physical) of 1074

TiB |211.35.32 rebooted

j211.25.28 rebooted

VM Summary Cluster-wide Controller Latenc
O 6
® Of 3
ey . 0
0 Z
Hardware Summary Cluster CPU U... Cluster Memor.. i IR info Alerts Events
3 3 XC740xd-
1.54+% 26.31=
HOSTS  BLOCKS 12 SR oy i
MODEL Ret apa e

3. Enter the iISCSI Data Services IP address in the field and select Save.
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CLUSTER UUID
0005506a-8708-2f43-294f-2462965518e6

CLUSTER I
00055d6a-a7d8-2143-2941-
246e965518e6::2976637936102349030

CLUSTER INCARNATION 1D
1510087547432771

CLUSTER NAME

Krell-Cluster

CLUSTER VIRTUAL IP ADDRESS

102113554

1SCSI DATA SERVICES 1P

10.211.32.249

CREDENTIALS (1
Credentials will not be stored

LOGON NAME [DOMAINWUSERNAME)

PASSWORD

Ganest D

7.2.2  Step 1: Configure Avamar Clients
DPMC performs a series of tasks to install the necessary applications correctly on all Windows hosts.
NOTE: Before you follow the steps to configure the Avamar clients, you must complete the steps for Setting
iSCSI Data Services IP address.
1. Log inthe DPMC by entering the Prism Central login information.
XC Series
1010.73.59
DELLEMC
2. To start step 1 of Hyper-V Cluster Setup, click on Settings (gear tool) in the upper right corner of the
page and then select Configure Avamar Client.
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Compiete Hyperv Cluster Setup (1 of 2 steps)

Configure Avamar Clients »

2 Complete Avamar Configuration

Manage XC Series Clusters

Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

3. Enter the local administrator credentials to initiate the client configuration on each host.

NOTE: This step may take some time, depending on the number of nodes in the cluster. Do not navigate

away from the page during this time.

Configure Avamar Clients

Using Avamar to backup Hyper-V WMs requires the
Installation and configuration of agents In each Hyper-V
host In order to preserve the operation lifetime of the
boot device a Violume Group and 10GEB disk will be
configured for sole purpose of Installing required
Avamar agents. The configured |5C5I targets are
managed by this application and should not be
reconfigured or used for other purposes.

CLUSTER NAME
LOGIN NAMELOCAL ADMINISTRATOR]

PASSWORD

[-_.:.rlc.;.l m

A series of automated steps are executed and completed by DPMC automatically. In the event of a failure,
identify the step on which the error occurred and then manually fix it by checking the following progression.

AVEContainer is created
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4. A new Storage Container is created on the cluster with the name AVEContainer. To find it, go to the
cluster’s Prism Web Console.
5. Navigate to the Storage page, then click Table, and then Storage Container.

Volume group is created

6. A Volume Groups with a 10GB disk is created for each Windows host. To find it, go to the cluster’s Prism
Web Client.

7. Navigate to Storage page, then click on Table, and then Volume Group.

8. AniSCSI connection on each host is made to one of the Volume Groups as depicted in image below.
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i :
Storage Container ll === Storage Pool |

& NAME

AVE-CLIENTLOGS-NTNX- HyperV-1 ptdeveast pgstorage Jlocal
AVE-CLIENT-LOGS-NTNX-HyperV-2 ptdeveast pgstorage. local

AVE-CLIENT-LOGE-NTNX-HyperV-3 pldeveast pgstorage. local

3 AVE IEN OGS5-NTHX-Hype pidevesa g rage.loca
E GROUP DET. Virtual Disks Vg
Nam
AVE-CLIENT-LOGS-NTNX-HyperV-1 ptdevea Default
Mumbe ual C 1
aral 5 10 GIB VIRTLUAL DHG OTAL CAPAC "—"'.—..‘:'—.'::
(4] 10 GiB 25893 MiB

Flash Mode Disabled {

ared No
InIttaters 100 62103

Connect Volume Group to the iISCSI Target by going to the Remote Desktop, then to the Windows Host

and then open the iSCSI Initiator.

XC Series Data Protection Management Console Administrator’s Guide

10. The new disk is then initialized and formatted with an NTFS partition as depicted in image below.
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Targets | Discovery | Favorite Tangets | Violumes and Devices | RADILS | Configuration |
Quick Connect
To discover and log on to a target using a basic connection, type the IP address or
DNS name of the target and then dick Quick Connect.

Target: | | Quick Connect... ]
Discovered targets

i Refresh
Name Status

ign. 2010-06. com. nutanix:ave-dientdogs ntrnx-hypery- Lptdevea... Comnected
ign, 2010-0. com.nutanix:ave-dientdogsntnx-hyperv-2.ptdevea... Inactive
Ign, 2010-06.com.nutanix:ave-dientdogsntnx-hypery-3.ptdevea... Inactive

< [ | »
To connect using advanced options, select a target and then
dick Connect.

To completely disconnect a target, select the target and Dlsmmzd:
then click Disconnect. '

For target properties, induding configuration of sessions, Froperties...
select the target and dick Properties,

For configuration of devices assocated with a target, select
the target and then dick Devices, =

[ ] =

A new disk is initialized and formatted

11. The name of the disk is AVE-CLIENT-LOGS and is assigned a drive letter. To find it, open Disk
Management and locate the last disk.
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File Action View Help

s mHm BB

Volume | Layout | Type I File System I Status I Capacity [ Free Spa... I % Free I
Simple Basic Healthy (P... 931.51 GB 931.51GB 100%
Simple Basic Healthy (P... 931.51GB $B15168 100%
Simple Basic Healthy (P... 831.51 GE 931.51GB 100 %
= AHVBOOT (E) Simple Basic FAT32 Healthy (P... 1020 MB 1020MB  100%
o AVE-CLIENT-LOG... Simple Basic NTF5 Healthy (P... 10.00 GB 996 GB 100 %
805 (C) Simple Basic NTFS Healthy (5. 55.62 GB 3385GB 61%
= PHOENLX (D:) Simple Basic FAT32 Healthy (P... 5.24GB 1.06 GB 0%
C#RASRTOOL Simple Basic NTFS Healthy (A.. 9.66GB 203 GB 1%
a RFCOVERY Simnle Rasic NTFS Healthw (P... .00 GR 254 GR RS %
3 Disk 8 ___________________________________________|
Basic
931.51 G 931.51GB
Offline (i Healthy (Primary Partition)

i Disk 9
Basic PHOENIX (D:) RASRTOOL

14.91 GB 5.25 GB FAT32 9.66 GB NTFS

Online Healthy (Primary Partition) Healthy (Active, Primary Partition)

L4Disk 10
Basic AVE-CLIENT-LOGS (F)
10.00 GB 10.00 GB NTFS

Online Healthy (Primary Partition)

B Unaliocated Wl Primary partition

Avamar Client and the Avamar Hyper-V VSS Plugin are installed.

12. On each host, the Avamar Client and the Avamar Hyper-V VSS Plugin are installed on the AVE-CLIENT-

LOGS disk.
cal [ )= Drive Taols AVE-CLIENT-LOGS (F)
File Home Share View Manage
<<-} -) -t ‘g b ThisPC » AVE-CLIENT-LOGS (F:) v & Search AVE-CLIENTS
& Favorites Name - Dote modifed Type Size
& Downloads 15 AvamarClient-windows / Windaws Installer 83,540 KB
& Recent places 15 AvamartypenVSS-windows /18/2017 10:0 Windows Installer 48,796 KB
1 [ » ControlPanel » Programs » Programs and Features v &] [ Search Programs an
Control Panel H; .
ertrortene Home Uninstall or change a program
View installed updates To uninstall a program, select it from the list and then click Uninstall, Change, or Repair.
@ Turn Windows features on or
. Organize +
I | i
Install 2 program from the (e = Publisher nstalled On  Size Version
7-Zip 17.01 beta (x64) Igor Paviev 101072017 482MB  17.01 beta
 ActiveState ActivePython 2.7.2.5 (64-bit) ActiveState Software Inc. 10/9/2017 91.7MB 273
u Dell iIDRAC Sesvice Module Dell 10/9/2017 S.67TMB 240
Dell, Inc. 10/9/2017 145MB  1.3.0.7940
EMC Avamar Irvine, CA,USA 848, 10/18/2017 976 MB  7.5.100.183
< EMC Avamar Irvine, CA USA 843, 10/18/2017 104MB  7.5.100.183
Google Chrome Google Inc. 10/10/2017 61.0.3163.100
[T Intel(R) Network Connections 20.7.69.0 Intel 5/16/2017 247MB  20.7.690
[cE| ipmiutil sourceforge 1o/%/2017 37eMB 291
[ Matrox Graphics Software (remove only) Matrox Graphics Inc. 516/2017 4115
'@ McAfee Agent McAfee, Inc. 10/9/2017 BIMB 5.0.5658
Mchfee VirusScan Enterprise Mchfee, Inc 10/9/2017 511MB  8.8.00000
8 Microsoft Visual C++ 2013 Redistributable («54) - 12.0... Microsoft Corporation 10/9/2017 205MB  12.0.30501.0
15 MLNX_CIMProvider Mellanox Technelogies 10/9/2017 100MB 52212433
@MLI\D(_VP\ Mellanox Technologies 10/9/2017 HAME  5.22.50000
ﬂMLNX_WinOFE Mellancx Technologies 10/9/2017 630MB  1.60.51000

avhypervvss.cmd configuration file is created:
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The avhypervvss.cmd configuration file is created in \Program Files\avs\var

View
his PC » AVE-CLIEMT-LOGS (F:) » Program Files » avs » var »
Name B Date modified Type Size
avfscache File folder
. backupMetadata File folder
I clientlogs File folder
B lockf File falder
. update File folder
& agentsettings XML Document 1KB
__ avagent.cfg CFG File 1KB
. avagent Test Decument 35KB
avhyper plugin browse Text Document 2 526 KB
_@_ avhypersvss Windows Comma... 1KB

Complets HyperV Cluster Setup (2 of 2 steps)

+~ Configure Avamar Clients

2 Complete Avamar Configuration «

‘Configure Avamar Clients"
completed

MdilidyE AL SEIES CIUSLENS

Avamar Registration

Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

Running Windows Cluster Configuration wizard

Once the Configure Avamar Clients process is successfully completed, the next process is to run Windows
Cluster Configuration wizard.

1. Remote desktop into one of the Windows hosts. Double click on the Avamar Windows Cluster
Configuration Wizard icon on the desktop to launch the wizard.

XC Series Data Protection Management Console Administrator’s Guide | AO2

13. Once the configuration has completed, the first step is displayed as completed in the Settings (gear tool)
prompt. Proceed to Running Windows Cluster Configuration wizard before attempting step 2.
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WL 10.211.39.27 - Remete Desbap Connecticn

2. The first page displays all the Windows hosts that are part of the Windows Failover Cluster. Confirm that
the information is correct and then click Next.

Avamar Windows Cluster Configuration =

Welcome to Avamar Windows Cluster Configuration

The operating system on the local node is Microsaft Windows Server 2012R2 Standard,

The folowing list contains all known nodes for the NTNX-HV2FOC duster and indudes their status and
operatng system.
Name: Status Operating System
NTHX-HVZ-50 4] Windows Server 2012R2
NTHX-HV2-43 up Windows Server 2012R2
NTNX-HVZ-105 -] Windows Server 2012R2
—
Pending...

3. Onthe Plug-ins page, select Hyper-V VSS and then click Next.
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Plug-ins

The Avamar plug-ins that appear in black were detected on the NTHX-HV2-FOC duster. Select a plug-in
to configure:

Avamar Backup Plug-ns

Exchanoe DAG
sQL

5QL AlwaysOn
SharePont
SharePoint AbvaysOn
Lotus Domino

Orade

SAP with Orade

Cluster Nodes

The following kst provides information for al known nodes for the NTNX-HV2FOC duster,

[oa | et ] concd |

MName Status | Windows Client  Hyper-V Plugsn  Operating System

INTNX-+HV2-50 Up Instaled Installed Windows Server 2012 R2
NTMX-HVZ-43 up Instabed Installed Windows Server 2012R2
NTHX-HV2-105 up Instaled Installed Windows Server 2012R2

4. Confirm that the correct Cluster Nodes are displayed and that they all have the Avamar Windows Client
and the Hyper-V VSS Plug-In installed. Click Next.

5. On the Operations page, select Configure a new (federated) cluster client over SMB/CSYV for all nodes.
For Storage Type, select SMB. Click Next.
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Operations

Select the operation to perform for the Hyper-V Cluster Cient on the NTNX-HV2-FOC duster:
() View the existing duster dient configuration

) Con 0xy duster chent(s) over CSV
®) Configure a new{federated) duster dient over SMBJCSV for all nodes

() Configure new nodes with the existing proxy duster dient configuration

Remove the proxy duster dients over C5V

Remove the duster SME/CSV dient from all nodes

Storage Type:
O csv

I
Plug-ins Cluster Nodes  Operations Pending...

6. On the Prerequisites page, select IPv4 as your IP version and then click Next.

Prerequisites

Verify that the NTNX-HV2-FOC duster envi meets the following
configuring the proxy duster dient over CSV:
® The Avamar Windows Client has been installed.
* The Avamar Backup Plug-in for Hyper-V V55 has been installed,
* The Cluster Group exists if the duster dient is sready configured for any nodes.
* The machine accounts for all the duster nodes need to have full access to the SMB share.
* "All of the cluster nodes need to be members of the ‘Badkup Operators’ group on the SME share”,
Ersure the ‘File Server V55 Agent Service’ Role is installed on the file server,

=
* Ensure the 'File Server' Role is installed on the file server,
* Proxy setup is not configured on this node.

Cluster Nodes Operstions Prerequisites Cluster Clent  Server Seftings  Chent settings
Saftings

7. Before proceeding with the Cluster Client Settings section, make sure that you have an available IP
address for the new Avamar cluster client VM. If no errors appear, click Next.

NOTE: The cluster client name must be under 15 characters long. Dell EMC recommends that the name
does not contain any special characters. Hyphens are used in the name in this example but should be
avoided. Also, ensure that this name does not already exist on your DNS server. Avamar creates a new DNS
entry with the name and IP address that you provide.
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Cluster Client Settings
Specify the settings for the Hyper-V Cluster Client:
e E T L= R RNt (=g el EIC Avamar backup duster dient for NTNX-HVZ-FOC

Cluster dient name: Iav-NTNXWZ-FOC I |-°

[#] Bring Avamar duster chent online and register with Avamar server

Select the duster network from the kst, and then edit the IP address and IP subnet mask for the duster

MHame: IP Address TP Subnet Mask State

A AT i ™
Cluster Network 2 10. 10.64.0 23 Up

Cluster dient IPv4 address: Ilu- 10. 64, |

Cluster chent IP subnet mask: | 255.255.254, 0

Cluster Nodes Operstions Prerequistes  Cluster Client  Server SeMtings  Chent saitings Summary Progress
Settings

oo e one |

8. Under the Server Settings section, provide your Avamar server information. Use a server Name and

provide an FQDN. Keep the Avamar client domain for the cluster client at the default value (/clients). If no
errors appear, click Next.

Server Settings

Configure "Av-NTNX-HV2-FOC’ client

Avamar server:

®) Name: lvhvdwz.utdeveast.pwhorane-bd ||

Pv4
Oaddess: — |

Portnumber: | 28001

Avamar chent domain for the
duster cient: | Jchents]

9. Onthe Client Settings page, you are prompted for paths to two directories:

var directory
SYSDIR directory

Provide the path to the AVEContainer.
The location of the container should be:

\\<CLUSTERNAME>\AVEContainer
The recommended path to use is:
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\\<CLUSTERNAME>\AVEContainer\var
\\<CLUSTERNAME>\AVEContainer\etc

NOTE: Notate the location of the Cluster client’s var directory because it will be used later for the final
Complete Avamar Configuration step in the DPMC Web Console.

Client settings

Configure “Av-NTNX-HV2-FOC' client

Avamar server:  ptavehv2.ptdeveast.pgstorage. local

Cluster dient’s var directory: | \|NTNTX-HV2\AVEContainer var
This is the drectory on the SME share contaning
Cluster cient's SYSDIR directory: |\WTNTX-HV2\AVECantainer etc

Cluster Nodes DOperations. Prerequisites  Cluster Chent  Server Settings Client settings  Summary
Settings

10. The final Summary page lists information that the Wizard uses to set up the Federated cluster. Confirm
that the information is correct and then click Configure.

Summary

Review the summary of the duster dient configuration settings:
Hyper-V Cluster Shared Volume Configuration:

All Available cluster 'NTNX-HV2-FOC' Nodes:
Node name = NTMNX-HV2-50
Node status = Up
15 Proxy Node = False
Avamar Windows Client installed = True
Avamar Backup Plug-n for Hyper-V V55 installed = True
List of available IPv4 addresses:
Node's IPv4 address = 192, 168.5.1
Node's IPv4 address = 10.10.64.50
List of avalable IPv6 addresses:
Node's IPv6 address = 2001:db8::3c41:ee4d:d385: feds
Nade name = NTHX-HV2-43 (local node)
Node status = Up
Is Proxy Node = True
Avamar Windows Chent instalied = True
Avamar Rackin Plun-n for Huner-y V55 installed = Trie

—— —
Cluster Nodes  Operations Prersquistes  Cluster Cient  Server Seitings Chent seftings  Summary Progresi Results
Settings

11. After the Federated Cluster is successfully created, the follow page is displayed.
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Q- The configuration was successful

Results of the configure operation:

Constructing the "\INTNTX-HY2\AVEContainer var\avhypervvss.cmd' amd file path fi View Wizard Log
Successfully constructed "\INTNTX-HY 2\AVEContainer var \avhypervvss.amd'

Successfully created: "\WTNTX-HV2\AVEContainer fvar lavhyperviss.cmd'

Successfully created: ™

Constructing the "\WTNTX-HVZ\AVEContainer \var\avtar.and' file for Hyper-V Federg _
Successfully constructed "\ WTNTX-HV 2\AVEContainer ar \avtar.ond' for Avamar du =
Successfully created: "\WTNTX-HV 2\AVEContainerwar\avtar.ond' for Hyper-¥ Clus
Successfully added the flag '~browse-smb-shares-ist’ to avtar.and

Constructing the st of nodes to configure. ..

Successfully constructed the list of nodes to configure

Installed ‘Avamar Backup Agent for NTMX-HV2-FOC" on all nodes successfully
Successfully installed agent on nodes

Creating a cluster group and network resource for Hyper-Y Federated cnnflguradon
Constructing the federated duster chent service starfup parameters..

Cmstmchng the bad\:up agent service startup parameters...

A the hark in anent sandes starh in nacametere for nin fle: bl

«| [T

Plug-ins Cluster Nodes  Operations Prerequistes  Cluster Cient  Server Seffings  Chient seftings
Settings

NOTE: If the wizard was unsuccessful, make sure the cluster client name does not contain any special
characters.

7.2.4  Step 2: Complete Avamar Configuration

This is the final step in the configuration process which sets up the Avamar federated cluster.

1. Log into the DPMC by entering the Prism Central login information.

XC Series

101073.52

DEALEMC

2. Click on Settings (gear tool) in the upper right corner of the page and select Complete Avamar
Configuration.

3. Provide the credentials for a user with administrative rights (for example, local Administrator).

4. Inthe PATH field enter the cluster client’s var directory specified during the Avamar Cluster Configuration
wizard.
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79

5. Confirm that the information is correct and then click Finish.

e Summary | Activity Summary {Last 24 hours)

Complete Hyper-V Cluster Setup (2 of 2 steps)

~ Configure Avamar Cli 5

Avamar Configuration s

Complete Avamar Configuration

Lagin 1o any Hyper-V host using a local adminisrator account and run the Manage XC Series Clusters
Avamar Cluster Configuration Wizard from the deskiop icon to create the

Avamar Federated Cluster Client

Once the &vamar Federated Cluster Client has been success
enter local administrator
client’s var directory {e.g. \CLUSTER\AVEContainer

Avamar Windows Cluster Confiquration o complete

Iy created
work path to the cluster

ar) created during
lent canfiguration.

ntial and the net

CLUSTER NAME
Deploy

Launch Avamar Adminisirator

LOGIN NAME

CLUSTER CLIENT'S VAR ?.J?C’I’CF"
el provide the Cluster client's var
directory that was specified during the

Avamar Cluster Configuration Wizard

™ '
teneed m

6. Execution above concludes Step 2. In the event of a failure at any point during the process. You can

finish or fix the configuration manually by completing the following steps:

Remote Desktop onto any of the Windows Host.

Navigate to the Cluster client’s var directory path.

In that directory, locate the avhypervvss.cmd file.

Right-click on the file and click Edit.

Make sure the file has data and format similar to the image below.

® o0 o
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ko[-
Home Share

View

var

I
|
o

CRORM: | |\ » Network » NTNTX-HV2 » AVEContainer » var v c.| [ searchvar 2|

¢ Favorites
B Desktop
& Downloads
&l Recent places

1M This PC
S ConHN-DT
e Desktop
|| Documents
& Downloads
W Music
=] Pictures
B Videos
i, 0s(C)
—a PHOENIX (D)
—a AHVBOOT (E)
—a AVE-CLIENT-LOGS (F)

7 items

~

S

MName Date modified Type

File Edit Format View Help

--federated
--clusternode=NTNX-HV2-43(18.18.64.43)
--clusternode=NTNX-HV2-185(16.18.64.185)
--clusternode=NTNX-HV2-58(18.18.64. SB|)
--skip-empty-folders-from-backup=true

7. Save and exit the file.

NOTE: If the configuration is completed manually, the DPMC Web Console will continue to prompt you to
complete the Avamar configuration. Contact Dell.com/support for assistance.
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Runtime backup management

8

8.1

81

Runtime backup management

DPMC provides many options for runtime backup management. You can use the drop-down menu from the

Settings (gear tool) to access and manage the backup activity during runtime.

A list of helpful options available during runtime include:

Manage Nutanix Cluster
Avamar Registration
Backup Schedule
Retention Policies
On-Demand Backup
Deploy Avamar vSphere Proxies (ESXi only)
Launch Avamar Administrator

Manage XC 5Series Clusters
Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup

Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

Figure 44 Runtime backup management

Manage Nutanix Clusters

If you want to manage the backup protection at a cluster level, during runtime, you can do it from this menu.
You can select the monitoring status, auto protect the clusters (all VMs within the cluster) and add the default

retention policy. This feature is useful when a new cluster is added and needs to be managed.

Select the DPMC monitoring level for each XC Series from the following:

None — DPMC performs no action. You can still perform manual operations on VMs.

Notify Only — DPMC sends a Warning alert every time a new VM is detected on the cluster.

Notify and Auto-protect — DPMC automatically protects a new VM with the chosen retention policy
when it is detected and notifies the user of this action.

This option is described in detail in the XC Series Cluster submenu section.
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8.1.1  Configure Notify and Auto-protect
The following procedure outlines the steps to configure automatic protection of VMs on a cluster through
DPMC.

1. From DPMC, navigate to Home>Cluster.

DALEMC | Home

Avamar Server Summary Home
VM
Cluster

Alerts

2. Inthe upper-right corner of the page, click + Manage Clusters.

) 0 D
XC Series Cluster 2 XC Series Clusters search in table Q
& XC SERIES CLUSTER NAME ACROPOLIS(AOS) VERSION HYPERVISORS NUMBER OF HOSTS NUMBER OF VMS VMS PROTECTED MONITORING STATUS DEFAULT RETENTION
london 5102 Hyper-V 4 5 o NOTIFY ONLY XC-Serles-Silver
rio 5102 ESXi 3 14 9 NONE

3. Select NOTIFY AND AUTO-PROTECT and the RETENTION POLICY for the cluster that you want to
enable VM backups for and then click Save.

Manage XC Series Clusters

Select the monitoring status and default Avamar Retention policy for each XC Series cluster. You can choose
no monitoring, notification of new unprotected VMs only or notification and auto-protection of new VMs.

london O () XC-Series-Silver v

rio D O (o ] Default Retention v
Default Retention
End User On Demand Retention
Minimal Retention
Monthly Retention |
Weekly Retention ﬂ
XC-Series-Bronze
XC-Series-Gold

| XC-Series-Silver [
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8.1.2

DELLEMC | cluster

o Ohsler monilonng opliorns hive been sawd.

¥C Serles Clustor

" SEIES CLUSTLR MAME ACROPOLISINIS) VERSION YRR MUMEILR OF HOS
london 5102 HyperV 4
g S10.2 ESX 3

E wn

2 XC Serles Clusters

0 NOTIFY ONLY

ENTION

XC-Series-Silver

9 | nomey anp auto protect | [rc-Senes-Goa |

You will now receive the following alerts when new VMs are created and DPMC protects them automatically

I @ info Guest VM vm-10 on cluster rio is now protected with XC-Series-Gold retention policy, I N-20-17, 02:33:04pm
L® into New guest virtual machine - vm-10 has been clscovered in cluster rio. M-20-17, 02:32:29pm
@ info VM protection stotus changes for cluster ro. New status is Noufy And Auto Protect. 1-20-17, 02:25:32pm

VM

NUTANIX

CLUSTER

Checking the VM table shows the new VM has been automatically added to the XC-Series-DPMC-Group with
the default retention policy of the cluster, XC-Series-Gold in this case.

NOTE: It may take up to 5 minutes before group and retention policy information populates the VM table.

n - ¥ o <
t
NTHXJZLMI82 N
wm-02 £ KC-Sares-OPMC-Group Da'oult Retention 2017, W 30-55em
s docal
TN [FLMIRT-
03 Hoow Detault Rutention 112007, %0 28 Dtaen
funts local
NTHX-ZLMIEZ-
0 umds nes Proteczed Meew Defaul Retention 2017 1284 48m
Antslocsl
NI S M3E2
wmos Protected MNone Detault Retention V2017, WEITTTom
#onts tocal
- NTHX-JTUMIE2- 3
w08 e Protected Nooe Defnul Ratention 120497, 1032038
anfslocel
NTHX ZEKBCHD-
5 wmoT e Prstactod Heew Detault Retention 1120417, 10:30:328m
At boeal
NTHNX-JZLMIB2.
3 vmaa o Protened Moo Default Retention 11.20.77, 429 56am
A nts local
NTNX-JZUMIBZ- -
B w09 rio Protected Mene Deault Retention 12097, 90:30:em
s docal
NTNX-JZLMIB3-
3 umi0 e Praticred XC-Savies DPMC. Greup HC-Satis ek
Aunts local
NTNX-JZLMIB2-
O sessinsdpmeniiIn e b 10212724 Unpeetected  Menw na None
s

Updating VM Backup Policies

The following procedure outlines the steps to update the backup policies for a VM to add scheduled backups

through DPMC.

1. Inthe VM table, select the VM you would like to update and click Update Policy, which appears

underneath the table.
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NTHX-JTLMIS2.
ym02 o e Prosecied XC-Seories-DPMC-Group Defoult Retention 112047, 90 30:68am
NTHNX-JTLMIOZ-
w03 o Prosected Nore Dafeult Aetention 12047, 40-28:0em
&t loesl
NTMX-JZLMEZ-
w04 o Pretected Hore Defoult Retenton 12017, 30 28:440m
it locsl
NTHX I7LM3EZ-
] o Protected HNore Detoult Retertion 2047, 4031 17am
funfs docel
MTHSJZLM3E2-
o w06 i Presectnd e Default Betwntian 1.20-97, 3037 0dnen
nts docsl
NTNX28KSCH2-
& vmo7 e Presected Mona Defeult Rpeatian 12047, 10:30:320en
#nfslocal
HTRXJZLMIEZ:
] e Prezacted Here Dafeult Reennan 20417, W0-29:E68m
Anfylocal
NTHAIZLMIEE.
wm-09 e Protected Hore. Detault Retentan 2047, 30:30:T8am
Ay Jocal
NTHX-JTLMIE2.
™0 o Prosected XC-Sories-DPMC Group XC-Series Goid
s boeal
NTHX-JTLMIE2.
0 wcosertes-dpme-11239 o 102112724 Unprotected HNone A Mone
s loest

2. To enable scheduled backups for a VM check (or un-check if you want to discontinue scheduled backups)
the box for Avamar Scheduled Backup and optionally select a Retention Policy if you would like a policy
different from the cluster’s default value.

NOTE: For Hyper-V clusters, you cannot select a retention policy for an individual VM. This must be

configured at the cluster level.

Update VM Policy

only configurable at the cluster level.

NAME

WAMAR SCHEDULED BACKUP
MNote: XC-Series-DPMC-Schedule runs at 21:00

Choose if this VM will be backed up by Avamaron a
recurring basis. For Hyper-V VMs the Retention Policy is

RETENTION POLICY

XKC-Series-Gold

dk

84

XC Series Data Protection Management Console Administrator’s Guide | AO2

DEALEMC



Runtime backup management

8.2

8.3

Update VM Policy

Choose if this VM will be backed up by Avamar on a
recurring basis. For Hyper-V VMs the Retention Policy is
only configurable at the cluster level.

NAME
vm-09

AVAMAR SCHEDULED BACKUP

Note: XC-Series-DPMC-Schedule runs at 21:00

RETENTION POLICY

‘ UserPolicyA

<«

NTNE-JTLMIB2-
a2 e s Protected HE-Soris-DPMC. Group Dfoult Retention . 142017, 10:30 55am

ST JZLMEB2-
g wmaz i Prosscted None Default Rerention . TH20.17, 10:28 Oem
Arra lncel

TN JZLMIBZ:
gl e R Protected None Deloult Retention . THIGY, W28 Adem
s jocal

STNK-JZLMEE D

@ wvmas fie Prctected Nere Default Batenticn . 12097, 805 7am
Ay loend
TN JTL MR-

o wm0s e i Pretactea Nore Defoun Retenten : 1.20.17, 30:32 03am
NTNX-2BK9CH2

o wma? o Prosected Mane Detoult Revennon 11.20.17, 10:30 22am
A s incas
TR JZLMIAZ.

8 w0 fio Protected HC-Sars-DFMC Group HC-Series-Gald . THIBR, 1025 56em
A rifs Joce:
NTHK-JZLM

om0 e DL Protected HE-Sarws- DPMC- Group UnarPelicyh 2017, 4030 18am
Ay lead
ST JTLMRE-

@ Wm0 e Pretactea N Sares-DPMC.Group HESeresGaid
Artsises

NTNAJZLMIBZ-
© scaeries-dpme 11239 fio 022728 Unprotected  None e Nane
At local

Avamar Registration (runtime management)
This menu item is used to update credentials used by DPMC to connect to Avamar.

This option is described in detail in the Avamar Registration section.

Updating the Backup Schedule

To change the automated backup schedule, from the Settings (gear tool) menu, click Backup Schedule.
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Manage XC Series Clusters

Avamar Registration

Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

The Update Backup Schedule window is displayed and lets you adjust the day of the week and the time of
day that scheduled backups occur.

Update Backup 5c heclule

Choosethe schedule for WM backups torun on, All Wikis
will follow the came hackup schedule.

Fun backups on the following days each weelk

GsavBT8wB  T8rA-s

START TIME

10:00 PM o

Zancel Save

8.4 Managing Retention Policies

1. To create or edit retention policies, choose Retention Policies from the Settings (gear tool) menu.
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Runtime backup management

Manage XC Series Clusters

Avamar Registration

Backup Schedule
Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

2. The Retention Policy control is displayed. To create a nhew retention policy, click + New Retention.

Retention Policies x

Configure Avamar retention policies to define how long backups are stored.

= NewRetention

HAME

Default Retention 60 days true £ M
End User On Demand Retention 80 days false £ . K
Minimal Retention &0 days false EE
Maonthly RPetention 1 months false £ X
Weekly 1weeks false FAEE -1
HC-Series-Branze 30 days false PR
XC-Series-Gold 60 days false £ X
MC-Series-Silver &0 days false £

3. The Create Retention Policy controls page is displayed. Type a Name for your new policy and set the
Retention Period or set an End date or choose No end date to set the time for which your VM backups

will be stored. Click Save after making desired entries.
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C reate Retention Policy b4

Enter a name for your retention policy and select from basic or advanced settings.

HAME

retention policy 1

© Fetention Perlod &1 dayg
) End date i
Mo end date

< Back = Advanced Settings Cancel

4. If more retention options are desired, click the Advanced Settings button.

C reate Retention Policy b4

Enter aname for your retention policy and select from basic or advanced settings.
HAME

retention policy 1

© Fetention Perlod &1 dayig *
) End date i
Mo end date

< Back = Advanced Settings Cancel

5. The Advanced Settings option is displayed. This provides options for setting retention periods for daily,

weekly, monthly and yearly backups. Click Save after making changes.

NOTE: To return to the basic settings, click Advanced Settings again.

C reate Retention Policy b4

(=) Retention Fenod 61 davs) *
) End date @
) Noenddate

ADWVANCED SETTINGS

KEEF DAILES FOR

&0 dmis =

KEEP WEEKLIES FOR

daig &

KEEF MONTHLIES FOR

daws ¥

KEEF YEARLIES FOR

dayls *

< Back L Advanced Settings Caneel
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Runtime backup management

8.5

8.6

Launch Avamar Administrator

This option is described in detail in the Launch Avamar Administrator section.

On-Demand VM Backup

The following procedure outlines the steps to perform an on-demand backup through DPMC.

1.

DALEMC |

Avamar Server

IVCAVENFELOCAL

mUsed - Avall

Avamar Metadata Storage

100.0%

Navigate to Home>VM.

Data Domain Server Summary

0005 Hembr
0110861375 an
o bosson i
1080106197 Mening s O UNKNOWN
Data Domain File System Summary Clustens and Vi

Utleston  opm

it
soncosca ]

VIS PROTECTED

Copacty
4012514 GB

W Used - Avall

Activity SummaryiLast 24 hours|

Clustem
wis

doooo

Giltical Alens.

52

cpmial

Evern emall netificatien failed. )
Ehours age

Event email notification failed. 1)

Event email notification failed. 1)

Warming Aleris

”

Select Fifter ¥ -i0ofi2 > W Q
. . S . S PETERTION — 59 LaST QuCCEssAuL
i naE QusTERNAME  HoS! TECTED AVAMAR GROUPIS| il snacai RS v

TN
GaRRERD.
- o e Unprote
5111 prism_centeel o e 101073.. None NiA None
Cluster aed
4pgsonagela
al
TN
Avamar Vinual we- G2RRFK2 Unprote
02m2. - None NiA None
Edition Cluster 3pgstoragelo aed
cal
we NI Unprot
centost = GRRFK2 P None NiA None
Cluster 2 aed
et
e Rl Unprote
DellPTCSM G2REFK. 104073 P None NiA None
Cluster aed
el
NTHX
GoRRFKR:
we Unprote
<3 we None NiA None
Cluster aed
2pgsioragelo
al
NTHK
e GIRRFK2: Unprate
testd Rone NiA None
Cluster 3pgstoragelo ced
al
NTNX-
tests hid G2RRFR2. unprole NiA None
Cluster hisat aed -

Select the VM that you want to backup and then click the Backup button.
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On-demand Backup

Select VMs to be backed up by Avamar on-demand.

—
_ DellPTCSM_65 244
AutoProtecVM
@ reyVM-40
) f=—y select one or more VMs
SomeNewVM

—

treyVM-ToProtect

PTPCESK2

® ntnx-aveproxy2 pideveastpgsiorage Jocal

_l Backing up this VM iz not supported. |

X

- Backups are disabled for certain VMs.

Hover over checkbox for details

Brotecthdes

PROTECTED
Unprotected
Unprotected
Protected

Unprotected
Protected

Unprotected
Unprotected
Unprotecied
Unprotected
Unprotected
Unprotecied

Brotected

4. Click OK to start the backup.

Doyou want torun an Avamar on-demand backup
now?

Note: On-demand backups will be stored forthe
default retention period of 60 days

Cancel ‘ ol

5. Backups are tracked in the Activity window of the Avamar Administrator panel. An example of
successful backups is shown below.
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8.7

8.7.1

8.7.2

91

r
(&) AVEsqumm local Avamar Administrator - Activity (/) - O b3

|Actions Tools VMware Navigation Help
o e e [
EETE | v ﬂ‘]

Activity Monitor | Activity Summary  Activity Report  Replication Report

Status Type Source Group Plug-in Client Domain Container oD
Completed All Types All Sources All Groups All Plugins All Clients All Domains All Containers All Systems

Session
~ Status Error Code | Start Time (CDT) Elapsed End Time (CDT) Type Server Progress Bytes | New Bytes | Client
Cnmu\eted 2017-04-2018:05 | 00h:09m:S6s | @ 2017-04-20 1615 | On-Demand Backup | DD - 10.10.97.105 400GB 18.3% | WindowsTest3
Cumu\eted 2017-04-2018:06 | 00n:08m:32s | @ 2017-04-20 18:14 | On-Demand Backup | DD - 10.10.97.105 40.0 GB 3% | WindowsTest2
Cnmp\sted 2017-04-2018:06 | 00h:13m:16s | 2017-04-20 16:19 On-Demand Backup | DD -10.10.87.105 160.0 GB 0.4% | Ops Manager
Completed 2017-04-2018:05 | 00n:09m:35s | @ 2017-04-2018:15 | On-Demand Backup | DD - 10.10.97.105 40.0 GB 3.7% | WindowsTest1

< >

| 4items (0 waiting-queued, 0 waiting-client, 0 active, 4 finished) Activity retained for 72 hours up to @ maximum of 5000 rows,

@‘ Sch/Disp: Running/Running \'\2} No Unacknowledged Events ‘:\,_f;‘ Server: Full Access

|

Hyper-V Cluster — Protection of VM

For Windows Server 2012 solution, Microsoft uses a failover cluster concept where the VM and the failover
VM can exist in different nodes for business continuity. Failover clusters provide high availability and
scalability to server workload. The DPMC solution offers protection only for VMs in the failover cluster.

Manually moving VMs to a failover cluster

If you select a cluster to auto protect, DPMC will auto protect any new VMs added directly to the failover
cluster. However, if you manually move VMs in and out of the Hyper-V failover cluster, DPMC will not
recognize it as a new VM.

In this situation, Dell EMC advises that you manually select the VMs that you want to protect.

Additional set up instructions for Linux VM

Hyper-V requires that you install a client and the Hyper-V VSS plugin in each Hyper-V host. For image-level
backups of a virtual machine with a Microsoft Windows guest OS, you also need the Hyper-V Integration
Components and the integration components version for the backup. Hyper-V Server and the guest virtual
machine must match. If the versions do not match, then the virtual machine might not start when you restore it
to a different Hyper-V Server.

Make sure that the Linux VM backup/checkpoint is unchecked. Linux VM backup checkpoint is not
compatible with the Avamar checkpoint; therefore, a VM backup will always fail unless you uncheck the
checkpoint.

To uncheck the checkpoint:

1. Open the Server Manager.
2. Goto Tools>Hyper-V Manager.

XC Series Data Protection Management Console Administrator's Guide DEALEMC



B Locst senver
Al Servers ~ & 1 1
:hle B o L‘JH‘:T_J!U.’:' this loc
and st
B Hypur-v

ROLES AND SERVER GROUPS

Rolew | Servergrouen: 1 | Servers totat 1 Iptem intsemanion
Tack Seheciser
File and Storage Windzms Frewal with Adhesced Seconty
1 o
B s B syper
@ Manageabiity @
e B Wndzas Somertnet (86
Windsms FomerSiel 5
Partormance Servcrs SEER
P et Pertormance Windows Server Bickig

3. Click on the Linux Virtual Machines, right click the VM and select Settings.
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4. In Settings, select the Management and then the Integration Service.
5. Uncheck the checkpoint.
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Log location

9

9.1

Log location

Logs may be easily obtained using the Support Bundle feature in the Settings (gear tool) menu but may also

be collected manually in some situations.

Log Files

The following is a list of log file locations.

Log file

Location

DPMC Deployment Log

/root/dell/pt/logs/deploymentlog.out

DPMC Runtime Log

/root/dell/pt/logs/log.out

DPMC Rollover Archives

/root/dell/pt/logs/log-1.out.zip
/root/dell/pt/logs/log-2.out.zip
/root/dell/pt/logs/log-3.out.zip
/root/dell/pt/logs/log-4.out.zip

/root/dell/pt/logs/log-5.out.zip

DPMC Appliance Service Log

Ivar/log/dell/csm/appliance_service.log

NDP Server logs

/root/dell/pt/logs/ptcsm_ndp_log

Avamar log bundle (tar)

Directory from which getlogs command was run
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10 Best Practices in DPMC deployment, Association and

runtime
Use the following best practices for DPMC.

e Use a Static IP

e Forward and reverse DNS lookup defined

e Do notinstall VMs on SATADOM

e Have a separate dedicated Datastore for Avamar

e Have one Avamar instance (DPMC is basically deploying)

e Verify ESX and vCenter certificates

o Use properly registered certificates from a trusted provider that match DNS names for ESX and
vCenter.
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Adding New XC Series Clusters to DPMC

11

11.1

95

Adding New XC Series Clusters to DPMC

DPMC can monitor all ESXi and Hyper-V clusters registered to the Prism Central. Registering a new cluster
with Prism Central does not require deploying an additional DPMC or Avamar server, but some workflows will
be triggered on DPMC to properly configure the new cluster.

ESXi Cluster Add

When a new ESXi cluster is added to Prism Central, DPMC will prompt you to run a proxy VM
recommendation (vSphere Proxies for ESXi) to make sure there is proper coverage. If proxy VM(s) are
required, you are prompted to enter the necessary information and continue deploying the proxy VM(s);
otherwise, the system indicates that no additional proxy VM(s) are needed (in the event they were previously
deployed through DPMC or Avamar Administrator).

Complere vSpher Chusrer Serup (1 of | urepa)

| Dapley Avamar vaphai2 Prexias -

[ELETES
1B 2T 67 BAAM Mede DOERAD
" Manhaing Staros oK

100.0%:

242 157

Figure 45 Deploy Avamar vSphere Proxies

After you have completed a proxy deployment recommendation (whether or not new proxy VM(s) need to be
deployed), the prompt will be removed from the Settings (gear tool) menu.
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11.2 Hyper-V Cluster Add

When a new Hyper-V cluster is added to Prism Central, DPMC prompts you to configure Avamar clients as
outlined in the Avamar client configuration on Hyper-V section.

TEE

Compiete Hyperv Cluster Setup (1 of 2 steps)

1 Configure Avamar Clients

2 Complete Avamar Configuration

Manage XC Series Clusters

Avamar Registration
Backup Schedule

Retention Policies

On-Demand Backup
Deploy Avamar vSphere Proxies

Launch Avamar Administrator

Support Bundle
Ul Settings
Upgrade Software

Figure 46 Configure Avamar Clients

If Avamar clients already exist for the Hyper-V hosts, the first step is marked complete automatically and you
are taken to the second step. For further assistance with client configuration, contact Dell EMC support.
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Health monitoring

12 Health monitoring

The following sections describe health monitoring in DPMC.

12.1 Heartbeat status

DPMC constantly monitors Prism Central, Avamar and Data Domain heartbeats; it displays an alert if the
heartbeat is missing for any one of these components.

12.1.1 Avamar heartbeat
DPMC constantly monitors the Avamar Heartbeat. If the heartbeat check fails, DPMC attempts to reconnect
every 5 minutes to ensure the connection can be established. If no connection was established after the initial
5 minutes, DPMC will begin generating alerts. You are notified with a critical alert that the Avamar server
connection is lost. The system also displays the timestamp when the alert was generated.

DPMC attempts to re-establish connectivity every minute. During this time, tasks from the VM or cluster
pages (on-demand backup, manage clusters and others) cannot be initiated.

DPMC turns the health indicator grey on the home dashboard for the following:

e Avamar server

e Backup summary

o Data Domain server

e Avamar utilization

o Data Domain utilization

DPMC displays the Attention icon next to the Cluster Name entry in the cluster table or VM table for every
cluster until the Avamar heartbeat is restored. Hovering over the icon displays the following message: Avamar
server is not reachable.

After 30 minutes, if the heartbeat check has failed for all retries, DPMC sends an additional notification every
30 minutes that the Avamar server is disconnected.

12.1.2 Data domain heartbeat
DPMC constantly monitors the Data Domain connection status through the Avamar server. It utilizes the
information that it gathers from AVE monitoring Data Domain. If the monitoring status shows that Data
Domain is disconnected, DPMC retries before an alert is generated. The severity of the alert is Critical.

DPMC attempts to re-establish connectivity everyminute. It presents the following conditions:

o Keeps all last known Data Domain data for VMs and clusters in the cluster table, VM table and home
dashboard.

e Turns the Data Domain server health indicator grey on the home dashboard.

e Turns the Data Domain utilization indicator grey on the home dashboard.

e Does not allow tasks to be initiated from the VM or cluster pages (on-demand backup, manage
clusters and others).

e Displays the Attention icon next to the Cluster Name entry in the cluster table or VM table for every
cluster or VM until the Data Domain heartbeat is restored. Hovering over the icon displays the
following message: Data Domain server is not reachable.
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After 30 minutes, if the heartbeat check has failed for all retries, DPMC sends an additional notification every
30 minutes that the Data Domain is disconnected.

12.1.3 Prism Central Heartbeat

DPMC constantly monitors the Prism Central Heartbeat and notifies you if the application can no longer
communicate with the Prism Central instance.

If the heartbeat check fails, DPMC tries reconnecting, every minute for 5 minutes, to ensure the connection
can be established. If no connection was established after the initial 5 minutes, DPMC begins generating
alerts and will not allow changes to any cluster. You are notified with a critical alert that Prism Central is
disconnected. It also displays the timestamp when the alert is generated.

DPMC attempts to re-establish connectivity every minute. DPMC presents the following conditions:

o Keeps all the last known data for VMs and clusters in the tables.

e Does not allow tasks to be initiated from the VM or cluster pages (on-demand backup, manage
clusters and others).

e Displays the Attention icon next to the Cluster Name entry in the cluster table for every cluster until
Prism Central heartbeat is restored. Hovering over the icon displays the following message: Prism
Central is not reachable.

e DPMC displays the Attention icon next to the Cluster Name entry in the VM table for every VM until
Prism Central heartbeat is restored. Hovering over the icon displays the following message: Prism
Central is not reachable.

After 30 minutes, if the heartbeat check has failed for all retries, DPMC sends an additional notification every
30 minutes that Prism Central is still disconnected.

12.1.4 Nutanix Cluster Heartbeat

DPMC responds when Nutanix clusters are joined to the Prism Central instance. If a cluster is joined and is in
an unreachable state, DPMC suspends the user initiated actions for that cluster only.

If no connection was established after the initial 5 minutes, DPMC notifies you that the cluster is
disconnected. DPMC attempts to re-establish connectivity every minute. DPMC presents the following
conditions:

o Keeps all last known data for VMs and clusters in the tables.

e Does not allow you to initiate any tasks from the cluster page on the impacted cluster.

e Does not allow you to initiate any tasks from the VM page for the VMs on the impacted cluster.

e Displays the Attention icon next to the Cluster Name entry in the cluster table for the impacted cluster
until availability is restored. Hovering over the icon displays the following message: This cluster is not
reachable.

e Displays the Attention icon next to the Cluster Name entry in the VM table for every VM on the
impacted cluster until availability is restored. Hovering over the icon displays the following message:
This cluster is not reachable.

After 30 minutes, if the heartbeat check has failed for all retries, DPMC sends an additional notification every
30 minutes that the cluster is still disconnected.
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Health monitoring

12.1.5

12.2

12.2.1

12.3

929 XC Series Data Protection Management Console Administrator’s Guide

DPMC lIdle status

DPMC monitors the backup activity and updates the home page accordingly. However, if the DPMC does not

perform any backup activity for 72 hours, it may show the Avamar Server Summary as a gray color (Health
summary).

DPMC constantly monitors Avamar heartbeat and backup count. One of the conditions is if there are no
successful backups within 72 hours, DPMC assigns an UNKNOWN status to Avamar Server Summary. If

there are no activities returned, the backup activity health is also marked as UNKNOWN. In this situation, the

Avamar server summary shows gray.

Alert entity

DPMC Alerts management page provides access to the alerts given by the application. The alerts page is the
area where you can view and interact with alerts given by the application. An alert is made up of the following:

Severity (Critical, Warning, Info)
e Critical: The critical error will show the critical icon. Examples:

> Notify user when a backup has failed
> Notify user when a heartbeat fails
> Data Domain storage utilization reaches 90%

e Warning: The warning error will show the icon. Examples:

> Remove a proxy server
> New VM detection

e Info: The information will show with the icon. Examples:

> When protection of a VM is discontinued
> When backup completes successfully

Issue: A brief description of the reason for the alert

Timestamp: The date/time when the alert was generated

Acknowledged status: User and date/time it was marked acknowledged or unacknowledged
Resolved status: User and date/time it was marked resolved or unresolved

Alert acknowledgment
Alert management is an essential part of DPMC. You can observe the alerts, resolve the alerts or simply
acknowledge the alerts. DPMC defines alerts in 3 major categories:

e Critical
e Warning
e Information

When you resolve an Alert in DPMC, issue the acknowledgement of the corresponding Avamar Event.

Storage Utilization

The following sections describe storage utilization.
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12.3.1

12.3.2

100

Avamar metadata storage utilization

DPMC provides a graphical representation from the Utilization metric gathered from Avamar. It provides a
green/yellow/red status and notifications when necessary.

Utilization status is defined as follows:

Color

Yellow

Gray

Utilization status percentage

90% or more

Less than 90% and greater
than or equal to 80%

Unknown percentage

The Utilization health status circle is displayed next to the Utilization metric in the Avamar Metadata Storage

box on the home page.

Avamar Storage

B3

\\A%

Available mUsed

@ Utilization 2%
Total Capachy 1TE
Avcallable Ca 1.0 TiB
Bytes Protec, 2230 GIiE

Figure 47 Avamar Storage

Data Domain metadata storage utilization

DPMC provides a graphical presentation from the Utilization metric gathered from Data Domain. It provides
green/yellow/red status and notifications when necessary.

Utilization status is defined as follows:
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Color Utilization status percentage

90% or more

Yellow Less than 90% and greater
than or equal to 80%

Less than 80%

Unknown percentage

The Utilization health status circle is displayed next to the Utilization metric in the Data Domain Storage box.

Data Domain Stotage

17%

@ Utlization 7%
Tatal Capadt 3530 Gik

Awallable Ca. 2925 Gif
3%

Available m Used

Figure 48 Data Domain Storage
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13.1

102

Restoring a VM

In the current DPMC release, DPMC does not offer menu items for restoring VMs. However, you can restore

VMs from the Avamar management console.

In order to restore VMs, launch the Avamar administrator and perform the restore operation. To launch the

Avamar administrator, see the Launch Avamar Administrator section.

Example of VM Restore

Avamar Backup & Restore has many options. You can go through the detail of the restore process and apply

as needed. Refer to the Avamar Administrator Guide 7.5.
The following is an example of how to restore an on-demand VM:

1. Launch Avamar Administrator and select Backup & Restore.

Actions Tools Vhiware

5 yamahaave.nfs|ocal Avamar Administrator (/) |;|_

Backup & Restore | Data’ Movement' Policy

System Information Capacity
6d System State ¥ Legend: [ 0-75% used | 75.90% used [ 280% used [ Available
% Scheduler State Running | Suspend | B vamahaave.nfs local dd  100.80.105.197
@ Maintenance Activities State: Running i:. Utilization: 0.8% i:. Total: 4013504 GiB
Q License Expiration: 2017-10-27 08:07:24 PDT Used: 246.4 GIB (0.0%)
Data Protected: 299.0GE Available: 401004.0 GiB
Data Protacted in last 24 hours: 0 bytes Forecast 5883516v10m:7d
fcihvitian Critical Events

% Backup Jobs (¥ Period: Last 24 hours v
32 WARNINGS
Al Failures
Pending & 0 Succeeded with Exception B 0
0

Runhing 6 0 i Succeeded 6
.. Replication Johs (¥ Period: Last 24 hours ~

Failed br 0 i
Pending & 0 i Succeeded with Exception B 0
Running 6 0 g Succeeded 6 0

LAJIJI]

-

B

2. From the Backup and Restore page, select the Domain and the Clients.
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Restoring a VM

Actions Tools Yhiware MNavigation Help

[m yvamahaave.nfs local

Backup | Restore | Manage |

=% Wi_SYSTEM

B2 vinualMachines

By Date | By File/Folder |

M0.211.27.112
781021127112

Oclober 26,2017 p
M T w T F 8
2 3 4 5 6 7
a 10 11 12 13

16 17 18 18 20
23 24
30

25 EQT 28

12 03 4

Location

= Number

Date & Time (FOT)

Mame

Flugin

Retention

Expires

<]

8ize Berer T

o % A

Select

MName

Date

Size

I Type

Group

| Permissions

1. Empty

@SchJDlsp Running/Running | C:! Have Unacknowledged Events ‘ @Sewer Full Access

3. The page provides a list of VMs that are being backed up and available for restore.

[A-ctmns Tools Widware Mavigation Help

yamahaave.nfs.local Avamar Administrator - Backup, Restore and Manage (/)

==

-*F MC_SYSTEM

[m yvamahaave.nfs.local
E-*F MC_RETIRED

10.211.27.112
=% ContainerClients

| Backupl Restare ‘ Manage |

By Date | By File/Folder

2]

]

110.211.27.11 2VidualMachi..

&0 5.1.1.1-prism_central
) mimtestCertn
5 Test2

0 test10

(P test2

5 testa

5 tests

) tests

) test?

5 testy

5 Yamahasve

LYY

4 Oclober26 2017 @ || Location  —Humber Date &Time (PDT)  Mame  Plugin  Retention  Ewpires  Size Serer
S M T W T F 5
1.2 3 4 &8 6 7
8 8 10 11 12 13 14
15 16 19 20
22 25 [elif} 27 28
29 12 3 4
< [T
Select Narme / Date Size Type User Goup | Permissions

. Empty

4. After a VM and a backup date is selected, an available image is displayed on the right side.

103

XC Series Data Protection Management Console Administrator’s Guide

DEALLEMC



Actions Tools Whware Mavigation Help

ERREE

ﬂ‘ﬂ jveave.nfs.local
*% MC_RETIRED

=% ContainerClients
-i.

% MC_SYSTEM

Backupl Restare | Manage |

By Date | By File/Folder

5 |6l

fclientsM10.211.27 1120irtu

1 jecaveprowy.nfs local

« October 23, 2017 p ||| Location = Number Date & Time (PDT) Marne Plugin Retenti

S M T W T F & Local 1] 2017-10-2302:28 FM MOD-15087936507 7481 Linug YMware Image M

1 2 3 4 5 B 7

8 9 10 11 12 13 14

15 16 17 18 19 20 1

22 |EsN 24 25 26 27 18

29 E- 172 3 4

<| n | >

Mo backup selected

E‘ Select Marne Date Size | Type | User Group Permissions

)l Empty

-Ul n

@ SchiDisp: Running/Running | (! Have Unacknowledged Events ‘ @ Server: Full Access

lﬂ Jwcave nfs local
*% MC_RETIRED
=*E clients

- Restore | Manage
By Date | By File/Folder

=5E10.211.27.112
=% ContainerClients

« October 23, 2017 >
S M T W T F §

=% mc_svsTEM

[ L]

felients/10.211.27 11 2/viru...

0 jveaweprowy.nfs.local

& lind

12 3 4 & 6 7
8 4 10 11 12 13 14
15 16 17 18 18 20 21

27 |sl 24 25 26 27 28
29 30 1.2 3 4

Location

< Number Date & Time (PDT)

Mame

<

m [ >

Cantents of Backup named MOD-15087 3365077 431

Select

| Mame Date Size

| Type | User Group FPermissions

=] 1L Allvirtual disks

“ [[] &2 Hard digk 1 - [JWC-St

O|%/[#| 2| R

@ SchiDisp: Running/Running | C‘. Have Unacknowledged Events ‘ @ Server. Full Access

6. Right-click on the storage location to display the on-demand restore menu.
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Restoring a VM

|Actions Tools Vhware Mavigation Help I

—
| Backup | Restors | Manage |

[m Jvcave.nfs.local
#-*% MC_RETIRED

=-*% tlients m'm‘
| B U.%Igﬁtza?ig;réliems <4 October 23, 2017 p | Location < Number Date & Time (PDT) Mame Flugin Retenti
irtualMachines s M T w T F o5 | [l . :
- *F MC_5YSTEM 12 3 4 5 B 7
a8 9 10 11 12 13 14
| |

18 16 17 18 19 20 21
22 [EEN 24 25 26 27 28
9 30 12z 3 4
Contents of Backup named MOD-15087 936507 7 431

Select Narmg + Date | Size | Type | User
ESuIET

virtual disks
m[=]

Back Up Mow...

felientsf10.211.27.112/4irtu... I
1 fecaveprony.nfs.local

<] m [

I Group Parmigsions

Restore MNow..
DR Mow...
Instant Access...

Wiew Activity
Preview List

SelactAll
Ungelact Al

Q|2 MR

SchiDisp: Running/Running ‘ (’. Have Unacknowledged Events | @ Server: Full Access

The following options are displayed after clicking Restore Now:

e Restore to original virtual machine
¢ Restore to a different (existing) virtual machine
e Restore to a new virtual machine

|Restnre to a different {existing) vitual machine » | Configure Destination...

[] Restore virtual machine configuration

[] Restore as new disk(s)

Froperty Source Destination

Yirtual machine name lintests ”~

vCenter 10.211.27.112

Datacenter MFS-Engineering

Host or cluster 10.211.27 207

Guest 05 CentQs 408067 (64-hity -

Murnher of vitual CPU's 1 .

Memory allocated 2048 MB

Metwork adapters 1

Disk 1 [WiC-Starage] lintestafintesta vmdk L
Capacity a0.0Ge v

Awamar encryption method
Optionally select & proxy to perfarm restare:

Mare Optians...

| [0]34 | | Cancel | | Help |
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Restaore to a different (existing) virtual machine w Configure Destination...
Restare to ariginal vitual machine
Praperty Saource Destination
Wirtual machine name lintests A
wCenter 10.211.27.112
Datacenter IMFS-Engineering
Haostar cluster 10.211.27.207
Guest 05 CentQS 4ra56]T (G4-hif) -
Mumber of virtual CPU's 1 -
Mermory allocated 2048 MB
Metwark adapters 1
Digk 1 [WiC-Starage] lintestaldinte sta vmidk

Capacity 80.0 GE ™

Avamar encryption method hiare Options...
Qptionally select a proxy to perform restore:

| Ok | | Cancel | | Help |

You can also configure destinations for restore if needed.

Steps Yirtual Machine
irtual Machine Select a Vitual Machine:
Surmmans r=— o= Mame Guest 08 Server Location Template
: MNFS-Engineering
5 MFS-wC
<| m | [>
| Hew || cancal || <Back || nea-- || Finisn |
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Technical support and resources

A Technical support and resources

Dell.com/support is focused on meeting customer needs with proven services and support.

Dell TechCenter is an online technical community where IT professionals have access to numerous resources
for Dell EMC software, hardware and services.

Storage Solutions Technical Documents on the Dell TechCenter provide expertise that helps to ensure
customer success on Dell EMC Storage platforms.

Dell EMC Reference Architecture
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