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Executive summary

This paper provides information about how to set up the Dell DR Series system as:

e A CIFS or NFS backup target for Symantec NetBackup
e An OST backup target for Symantec NetBackup
e AVTL backup target for Symantec NetBackup

This document is a quick reference guide and does not include all DR Series system deployment best
practices.

For additional information, see the DR Series system documentation and other data management application
best practices whitepapers for your specific DR Series system at:

http://www.dell.com/powervaultmanuals

NOTE: The DR Series system and Symantec NetBackup build versions and screenshots used for this paper
may vary slightly, depending on the version of the system software you are using.
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1.2

Installing and configuring the DR Series system for use with
Symantec NetBackup

Symantec NetBackup prerequisites

The instructions in this document apply to Symantec NetBackup version 8.1 and later.

Installing and configuring the DR Series system
1. Rack and cable the DR Series system and power it on.

2. Initialize the DR Series system. In the Dell DR Series System Administrator Guide, refer to the
following topics for more information about initializing the system: "iDRAC Connection,” “Logging in
and Initializing the DR Series System,” and "Accessing iDRAC6/iDRAC7 Using RACADM".

3. Log on to iDRAC with the default IP address 192.168.0.120, or the IP address that is assigned to the
iDRAC interface. Use the username and password: “root/calvin”.

ML INTEGRATED DELL REMOTE
ACCESS CONTROLLER 6 - ENTERPRISE

System Summary

System Summary & C 7

Server Health

Component Virtual Console Preview

ppeepERd
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4. Launch the virtual console.

pcoeoeeof §

5. After the virtual console is open, log on to the system with the username administrator and
password StOr@ge! (the "0" in the password is the numeral zero).

1 ¥

Would you like to use DHCP (yessno) 7

ase enter an IP address

» enter a subnet mask

se enter a default gateway address:

= enter a DNS Suffix (example: abc.com)

> enter primary DNS server IP address:

you like to def a secondary DNS server (yessno) 7

> enter secondary DNS server IP address:
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8. Logon to the DR Series system administrator console using the IP address you just provided for the
DR Series system, the username administrator, and the password StOr@ge! (the "0" in the password
is the numeral zero).

=iz
Enter User Defined IP Address

DR4000

DR4000-DKCVES1

Login Hesul Password
Pioase onter your password:

Usermama: administrator

Log in

9. Join the DR Series system to Active Directory.

Note: If you do not want to add the DR Series system to Active Directory, see the DR Series Systerm Owner's
Manual for guest logon instructions.

a. Select Active Directory from left navigation area of the DR Series system GUI.

ml DR4100 Help | Logout
edwinz-sw-01

sw-01.ocarinalocal

Dashboard

Global View

Dashboard
i System State: optimal & HW State: gptimal & MNumber of Alerts: 0 Number of Events: 705
Capacity Storage Savings Throughput
. Zoom: 1h 1d 5d 1m 1y o) Zoom: 1h 1d Sd 1m 1y &
Physical X
?93“1;5 (%) Refreshing r1.h§!-'5

0 0:40 0:50 1:00 1:10 \ 0:200:30
Time (minutes)
M Total Savings

System Information

Product Name: DR4100 Total Savings 55.06 %

System Mame: edwinz-sw-01 Total Humber of Files in All Containers: 12

Software Version: 99.0.0517.0 Number of Containers 2

Current Date/Time: Thu Sep 26 01:12:47 2013 Mumber of Containers Replicated [

Current Time Zone: US/Pacific Active Bytes: 47 Gie (7
Upgrade Cleaner Status: Iale

Copyright ® 2011 - 2013 Dell Inc. All rights reserved,
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b. Enter your Active Directory credentials.

Active Dirsctory s

| Fre sk Brion chody adTnEE Taew il D Conlapared She 00 Wl s S0 b Ol guie Tem

.MM e L

Cromain Hama (FOD8)"

Iarmama”

Paisner Enter Active Directory Info

Org Uit

COPE © 0T - 2913 Dl irel Al Fgiis sm e srmd
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2 Configuring a CIFS or NFS target container

1. Create and mount a CIFS container by selecting Containers in left navigation area of the DR Series
system GUI, and then clicking Create at the top of the page.

DR4100
stad ocarina ic [»

Containers [

Humber of Containers: 1 Container Path: /containers
Containers Filles NFS CIFS RDA Raplication Select
backup 2 - v Mol Configured

Emanl Alerts
Copyright © 2011 - 2013 Dall Inc Al rights resened

2. Enter a Container Name, select Enable CIFS or Enable NFS check box as needed.

NOTE: Symantec NetBackup supports both CIFS and NFS protocols.

3. Select the preferred client access credentials and then click Create a New Container.

|
|W‘|-|- DR4100

| Create New Container:

ASSign a name to the container, select s type, access prolocolde use and add clients that need access

Contamer Name_ [Sample Name the COnta'ner

A & ?QI!I:!

snteners

8 Connection Type . 2 No Access ® NAS (NFS, CIFS) O RapRgh
NFS

CIFS
NFS access path: 10 250 224 190./containers/sample CIFS share path: 110.250 224 180\sample

Use NFS ta backup LMK
#! Enable NFS

LINLEX chents

T Select CIFS or NFS

Open Access (all clien® have access)

Use CIFS to backup MS Windows clients
= Enable CIFS

Client Access
Open Access (all chents have access)

N Add client {IP er FQDMN Hostname) Add chentz (IP ar FODM Hastname)

. e Enter Backup Server Info - ()

MNFS Options
® nsecure
o

Map root to:
select =

Cancefl Create a New Container

Note: For improved security, Dell recommends adding IP addresses for the following (Not all environments
will have all components): Backup console (NetBackup Master Server, Media Server)
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4. Confirm that the container is added.

ml DR4100 administrator (Log out) | Help

ivanw-sw-02 testad.ocarina.lc E

Containers rege)
B - Global View
B Dashboard
Alerts " Message |
Events s Successfully added container "sample”.
Health « Successfully added NFS connection for container "sample".
Usage . y added CIFS cor ion for container "sample”.
Container Statistics
Replication Statistics Number of Containers: 2 Container Path: /containers
Storage Containers Files NFS CIFS RDA Replication Select
~-Containers
[yrp— backup 2 v v Mot Configured
Clients sample 0 v v Mot Configured

Schedules

System Configuration
Networking

Active Directory

Local Workgroup Users
Email Alerts

Admin Contact Info
Password

Email Relay Host

Date and Time
Support

Diagnostics
Software Upgrade
License

Copyright @ 2011 - 2013 Dell Inc_ All rights resenved.

5. Click Edit. Note down the container share/export path, which you will use later to target the‘DR
Series system.

DR4100 administrator (Log out) | Help

PTE——— Edit Container: sample

tatistics
Global * = required fields
WIS Connection TAGL No Access ® NAS (NFS, CIFS) pid Data Access (RDA) O
Alerts NFS CIFS ntainers
E B NFS access path: 10.250.224.190:/containers/sample CIF$ share path: 1110.250.224.190\sample
vents elect

BECUUN  Use NFS to backup UNIX or LINUX clients Use CIFS to backup MS Windows clients ‘
UEELEN ¢ Enable NFS +! Enable CIFS _
RN Clicnt Access Client Access: m
BEUME ¥ Open Access (all clients have access) ' Open Access (all clients have access)

NFS Options

& w insecure

o

Map root to

root

Date an
Suppo!

Diagno Cancel Modify this Container

Software Upgrade

License

Copyright © 2011 - 2013 Dell Inc. All rights reserved.
I
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2.1 Setting up Symantec NetBackup storage units - Windows

6. Open the NetBackup Administration Console, and then expand Storage, which displays the Storage
Units section.

1 Storage - ivanw-w2ka-01 - NetBackup Administration Console

J Fle Edt View Actions Help

|B-lm&gsxax[imaal vy B85y

EEEEE

varn-w2ke-01 Al Storage Units: 0

= varw-wzka-01 (Master Server) Name | Starage Unit Type [ Density | Max Concurrent Drives | Robat Type | Rabat Number | On Demand
], Activty Manitor

118 MetBackup Management

Reports
=3 Foliies
& summary of all Policies
= Storage
St

Storage Linits
Ep Storage Unit Groups

{8 Storage Lifecytle Policies

Cakalog
=) 48l Host Properties

) Master Servers

B0 Media Servers

Clients

o Indesxing Servers
=125} Media and Device Management.

) Device Moritor

= Media
Devices
&% Credsntials

& Disk Array Hosts

& HDMP Hosts

B storage Servers

1B virtual Machine Servers
(- vaulk Management
- Access Management
[+ Bare Metal Restore Management

[(8) [Master Server: ivanw-n2ka-01 [Connected
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7. Right-click Storage Units and then click New Storage Unit.

[ Storage - ivanw-w2zks-01 - NetBackup Administration Console

Eile Edit View Actions Help
B- @& %% sbaaave BB elaes s
vanw-w2kE-01 All Storage Units: 0 1 selected
ivanw-w2ke-01 (Master Server) Mame | Storage Unik Type | Densit |
Activity Monitor
=1 MetBackup Management
Reports
-3 Polcies

& summary of al Policies
== Storage

Max Concurrent Drivesl Raobat Type | FRobot Number | On Demand

=
G Storoge U CHEngE
(i8] Storage Lil 7% DElets

Catalog
=g Host Propertige
=] New Storage Unit.

B Master Sef
B Media ser i B
8, Clients :
o Indexing = ew %
] &5 Media and Device Management
{23} Device Moritar
B Hedia
Devices
= Credentisls
(& Disk Array Hosts
& HDMP Hosts
B storage Servers
(B virtusl Machine Servers
-4} vault Management
[#]- 4 Access Management
(-4 Bars Metal Restore Management

() Master Server: ivanw-w2ka-01 |Connected 7

8. In the New Storage Unit window, enter the Storage unit name and select BasicDisk for the Disk
Type.

9. Enter the Absolute pathname to directory (the UNC path to the DR Series system container share)
and click OK.

New Storage Unit

Storage unik pame:

I sample-suli I

Storage unit bype:

IDisk j ¥ on demand only
Disk bype:

|BasicDisk g

—Storage unit propetties

Media server:
Iivanw—kaB-Dl Jtestad, ocaring, local j

Absolute pathname ko direckary:
110,250,224, 1904 sample

Erowse... |

™ This directory can exist on the root file system or system disk.,

13

Maxinum concurrent jobs:

-

High water mark:

I 95 _IQ N

Staging Schedule, |

[~ Reduce fragment size to:

I 524285

Lows water mark;

I an _I? %

[Megabybes

r Enable Temporary Staging Area. Copy data to its final destination
according to its staging schedule

oK, Cancel |

Help
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Note: The Windows service account for Symantec NetBackup requires appropriate permissions to the DR
Series system CIFS Share for the step below to complete successfully. See Appendix A for information
about setting up the Symantec NetBackup service account correctly. This should be done before the next
step.

10. Click View Properties to view the Directory Properties.

New Storage Unik E

Storage unit name:

I sample-su0l

Storage unik bype:

|Disk j v on demand orly
Disk type:
IBasicDisk j

Skarage unit propetties
Media server:
Iivanw-kaB-Dl .kestad. ocarina. local j

Ahsolute pathname ko directory:

[10.250.224. 1501sanple Browse... | I Yiew Properties I

[~ This directary can exist on the root file system or system disk.

Directory Properties

Properties For directory 110,250,224, 1901sample

Capacity: 156671 Megabytes
Available 153873 Megabytes

n
% Full z

Close

(a4 | Cancel | Help |
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11. Close Directory Properties, and then click OK.

[x]
X

J Fle Edt View Actions Help

B-lm&a xexibaas v @™

1 Selected

Iliéanw—wmm
ivanui-w2ke-01 (Master Server)
----- Activity Monitor
=l g NetBackup Management
Reports
=-{ Palicies

i & Summary of al Policies
£+ Storage

i L[5 Storage Units

& storage Unit Groups
| 8] Storage Lifecycle Policies

h Catalog
=8l Host Properties

Master Servers
) Media Servers
B5, Clients
o Indexing Servers
=) Media and Device Management
3] Device Moritor
Fedia
Devices
-BE Credentials
& Disk Array Hosts
& NDMP Hosts
B storage servers
[ Virtual Machine Servers
- Vault Management
(-5 Access Management
[#-4% Bare Metal Restore Management

[ 8ll Storage Units: 1
;. Max Concurrent Drives | Robot Type Fobok: Number | On Demand

[(3) [Master Server: ivarw-w2ka-01 [Connected
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Setting up Symantec NetBackup storage units - Unix/Linux

For this procedure, ensure that you can mount/verify the NFS share from the UNIX/Linux client system. See
Appendix B for information about how to mount/verify the NFS share.

The procedure for the Unix/Linux Environment is similar to the procedure for the Windows Environment as
described in the preceding section. The difference is that you must use UNIX path of the DR Series system
container export instead of the UNC path, as shown in the screenshot below.

W Storage - localhost. %] New Storage Unit E3it.localdomain] - 0O X
EI Symantec NetBackup" SLorage unit name;
sample—-su ] |

File Edit View Actions Help Storage unit type:

_Lg @ @[ |Disk |v| On demand only

localhostlocaldomain (Master Serve| Disk type:

B localhost.localdomain (Master Serve |Basi|:Disk |'| Density | On Demand|Fragment ...[M
Backup, Archive, and Restore Properties and Server Selection -
Activity Monitor )
o @] petBackup Management Media server:
o= [E] Reports ‘Iocalhost |v|
o Policies

¢ (= storage jrectory:
(=] Storage Units Jmnt/nbu-backup ‘ | View Properties

o Storage Unit Groups
% Storage Lifecyele g‘aollcles [_] This directory can exist on the root file system or system disk.

5 Catalon ) Maximum concurrent jobs: [ | Reduce fragment size to:
o- i@ Host Properties

LS @ Media and Device Management 1 J Megabytes

Iz zej_ce Monitor High water mark: Low water mark:

s e clia = -

- [goeves IETEL [ so[d»

o= %% Credentials [JEnable Temporary Staging Area. Copy the data to its final destination

(8 Access Management according to its staging schedule.
o @Vault Management 1

o- {4 Bare Metal Restore Management

Staging Schedule... |
LEnee e A AR )

oK || Cancel || Help

|2) Alert Notification|
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2.5 Creating a new backup job with the DR Series system as the target

1. In the NetBackup Administration Console, right-click Policies, and then select New Policy.

ivanw-w2k8-01 - NetBackup Administration Console

Fle Edit Yiew Actions Help

8- [m& % =X|smia(ve|E]H

|G- Beras iar R
fvanw2ke-01 fvanw-w2ka 011 0 Polides
[ vanw-naks-01 (Master Server) Wame | Dat... | Type [ stor... [ volu... [ cheo. | | | e [ [ ][ [ [l [ [T T[]0 snan.. [sna. | [ Med.. | Enac. | ¥M... | Exc.. | Pref...
Activity Monitar
=, HetBackup Management
-[E] Reports
RG]

Hew Windaw from Here:
= 0" By oy

critc
=:
% B paste ChH
18 e Change, .. Enter
Cate

¥ Deletz Del

=] Hos!

=5 Mgdi;i ar s ey Backup Selection, ..
-390 Devi P Copy bo Mew Palizy..

£ B Med
o B Devi 48 Activate
=} % Crec 3 Deactiyate
FB | 58} Marudl Backup, .
EI £a Eind...
B ven N

-} Vault MaTETETETT
- Access Managemerk
(- Bare Metal Restars Management

| L

[ ) [Master Server: wanw-nzkg-01 [Connected 7

2. Enter a new policy name, and then click OK.

anw-w2kB-01 - NatBackup Administr:

=oix]

J File Edt Wew Actions Help

|8 -ml@(x s x| sm@a(lve|BHd
ivan-w2kB-01 ivanw-w2kg-01: 0 Policies
iwanm-wzke-01 (Master Server) Mame | Dak.. | Type [stor... [volu... [che.. | [[[effe. [ [T [Tcol. [TTTT T T0]5na.. [sna.. [ [Med... [Ena.. [¥M.. |Exc... | Pref...
Activity Manitor
B g NetBackup Management
Reports
=) {3 Policies
& Summary of all Policies
=] torage
-[5) Storage Units
S Storage Unit Groups
-8} Storage Lifscycls Policies

o

|oB@tes 2 aH

Catalog
= g Host Properties Add aNew Pol [x]
) Master servers Pl e,
B0 Media Servers
-5 clients sample-policy|
o Indexing Servers T Use Policy Configuration Wizard,
-5} Media and Device Management

) Device Monitor
= e ok | caneel | hep
Devices
=-8E Credentials
£E Disk Array Hosts
-5 NDMP Hasts
=] storage Servers
-G Virtual Machine Servers
- @ vault Management
- Access Management
[y Bare Metsl Restors Management:

| 2

|8y Master Server: vanw-w2ks-01 [Connected 4
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3. In the Attributes tab, select Policy type and Policy storage.

Attributes |% Schedulesl Em, EIiEntSI Y Backup SEIEcliDnsl

Eolicy type: b5 windowes | & ¥ Go into effect at: [11/25:2m3 =[100800 PM =
Diestination :: Backup Metwark Drives
- Cross mount points
Drata classification: |<No data classification: ;I - F
™ Compression
Policy storage: ™ Enciyption
X Collect disaster recovery information for:
Policy volume pool: [HetBackup =l [~ EBare Metal Restore
™ Collect true image restare information
[ Take checkpoints evens: m = ittes I with move detection
I Allow multiple data streams
I~ Limit jobs per policy: I 33 I Dizable client-side deduplication

Jab pricrity: o = I™ Enable granular recoverny
I Use accelerator

tedia Dwner: I Ay LI Eewword phrase: I

I~ Enable indesing for search
[Must alzo be enabled for the schedule and client]

|ndering Server: I ;I
— Snapshot Client — Microsoft Exchange Attt
I | Perform block level incremental backups Exchange 2000 Da&GE or Exchange 2007 replication [LER or EEH]
I Perform snapshot backups Optiors... I
I~ Betain snapshot For Instant Becoveny ar S1F management Databass baslup sourss: I LI
= Hypers server | Freferred server list... | (Exchange 2010 DAG orly)

™ Perform off-host backup

Use: I Il

W achine: |

ak. I Cancel I Help

4. In the Schedules tab, click New, and then specify a schedule Name, and select Type of backup.

2 4 s} 2 i0 1z 14 1a iz 20 22 24
Sl - - - - - - - - = En - - - - - - - o o - = = -
Mo - =
T r il Add New Schedule - Policy sample-policy = i
izl [ - @5 Attibutes Start Window Exclude D ates = =
Thu
Fri i - M arme: — Destination: i -
Sat] Isarnple-scheduld I ™ Multiple copies
Type of backup: I” Owveride policy storage selection:
—— ] I Full B ackup I ;l -
j =
‘ I~ Synthetic backup T Oweride policy wolume pool:
¥ I Accelerator forced rescan INetBackup ;I
I” Enable indexing for search [Must also be X X
enabled for the policy and client] ™ Oweride media owner:
Schedule type: I B LI
- Calenc!ar Fietention: Media multiplexing:
I Feties allowed after runday |2 weeks (level 1) LI I 1ﬁ
% Frequency:
|1 ﬁIWeeks ;I Instant Hecowverny: .
% Shapshots and copy shapshots toa starage whit
£~ Snapshats only
ak. I Cancel I Help I

I MHew... I Delete I Eruperllesl

ak. I Cancel I Help I
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5. Click OK and verify that one full backup type schedule was added into the policy.

M
s
=]
o
=
o
=
%)
[
iy
[
my]
[
ux)
)
o
)
%)

24

Sun |

b+ b+t
L
L
ot ot ottt
L
b+ b+t
ot ot ottt
L
ot ot ottt
b+ b+t
L
L
L
ot ot ottt
b+ b+t
L
L

Mew... I Delete | Eropertiesl

oK I Cancel | Help |

6. Inthe Clients tab, click New, enter the client name, and press Enter.

I¥ Dietect operating spstem when adding or changing a client. Mew... Delete | Eroperties I

Ok, | Cancel | Help |
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7. In the Backup Selections tab, click New and then click Remote Folder.

Add Mew Policy - sample-policy E3

Clients {4 Backup Selections I

Backup Selections
e
= =2
Ml Browse [ <]

Jnddress [Frarw-wziaon ||J <= |
vanw-wzks-01 Filename I Size I Tvpe | Dakte | User | GF... I Per... I
= A Folder rwRET
= C: Folder rwzrn
=3 D: Folder LTIELT

ok I Cancel I Help I

oA
Mew. Delete I Bename I e I Doy I
ak I Cancel I Help I
8. Select a backup path, and then click OK.
Add Mew Policy - sample-policy
Attributesl {255} Schedulesl Ciients 121 Backup Selections I
Eackup Selections |
B il =
J.ﬂ\ddress eari k01 L nbudataset | | |H -« |
E-ED C ;I Filename | Sizel Type | Dake | Liser | G | Per... |
- $Recyrle.Bin L1 data Folder 2fz... FUEET
[]---D Documents and Sekki
E]---D PerfLogs
E]—D Program Files
-2 Program Files (x86)
[]---D ProgramData
E]---D Recovery
-0 System Yolume Tnfon
-0 Users -
< | A
I (9] I Cancel Help I
|
Hew. .. Delete: Fiename I g | Do I
Ok | Cancel I Help I
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9. Click OK. A new policy is added.

3 Pol ivanw-w2k8-01 - NetBackup Admi ration Console

J File Edit Wew Actions Hslp

B -m@lsex|tmaalve BD B 5| -EpPamcisrd

tvanw-w2ka-01 [ sample-policy: Attributes
= ivanw-wzke-01 (Master Server) Mame | Dat... | Type [ stor... [volu... [ chee. [ [ [[effec. [[[[ [ Tcol. [ [[[][[[o.]sne.. [sna.. [[med..][Ena. [wM... ..
Activity Monitor EZ] sam... - MS-Windis sampl.,. MetB.,. -- P § V- Mo P . By Mo
= B NetBackup Management
Reparts | | |
=3l polces sample-policy: 1 Schedules ==
2 4 6 8 10 12 14 16 18 20 22 24
Sun - - - - - - - - - - - + + + + + - - - - - - -
Storage Units Mon . . . . . . . . . . . . . . . . . . . . . . .
@ Storage Unit Graups Tue . . . . . . . . . . . . . . . . . . . . . . .
(&) Storage Lifecycle Policies Wil . . . . . . . . . . . . . . . . . . . . . . .
Catalog Thu . . . . . . . . . . . . . . . . . . . . . . .
=138} Host Properties Fri . . . . . . . . . . . . . . . . . . . . . . .
B Master servers sat
B Media servers Plame | Type | Retention | Frequency | M..| Storage | volure Pool |F.. | star.. | 5.]c.| D] nde... | Media owner |
i Clients I3 sample-sche... Full Backup 2 weeks 1week 1 ca... Mo Mo Mo Mo
o Indexing Servers
=B Media and Device Management
5 Device Manitor
] Media
Devices sample-policy: 1 Clients 5[0
Credentil
Eg E:S”k‘::ray Hosts Client name [ Hardware [ Operating System [ Reslienc [tndexing |
(] - - -
L MOV Hosts ivanm-wzk-01  Windows-xg4 Windows2008 Off Yes
B storage servers
1By virtusl Machine Servers
-4 Vault Management
(- Access Management
% Bars Metal Restors Management sample-policy: 1 Selections [=|[w]
Backup Selections |
L1 Crinbudataset

[(2) Master Server: ivanw-wzks-01 [Connected %

10. To run a manual backup right away and monitor the status, right-click the new policy, and select
Manual Backup.

J File Edit View Actions Help |
|B-m 8% oX|sBBalvy B YEBE | -B6PTECis»B
ivann-w2ka-01 | sample-palicy: Attributes =]

8 ivanw-waki-01 (Master Server) Hame |Datu. |T pe |5turm Yol | Cha...l | | |Effeu.| | | | | |CDH... | | | | | | | |D| I |5na... | |Med‘.. | Ena... |VMm |Exc... |Prefm
Activity Monitor =] sam.., - M3-Windows sampl.., NetB.., -- SOz o000 No A . Any Mo - -
=} MetBackup Management

@[] Reports < | |

=3 polcies sample-policy: 1 Schedules 50
& surnmary of all Policies

S Storage B Copy Chrl+C
& Storage {8 Past= 4y,

% Storage &3 Change.., i + £ + = + £ + = + £ + + 4 + 36 + 4 + 36 + 4 + 36

(G storage

g Catalog ¥ Delete Eel - 2 - - - 2 - - - 2 - - - - = - - - = - - - =

[=1-4i% Host Proper ag New Palicy .. - - - - - - - - - - - - - - - - - - - - - - -
Master & .,
aster & New Schedule. .

) Media 51 ¥ e | Type | Retention | Frequency | M..| Storage | vohmepaol [P [stere. |5 0] mde... | Mediaowner |

8 Clients P ple-sche.., Full Backup 2 weeks 1Week 1 o Mo Mo Mo Mo

= Indesxing [z New Backup Selection. ..
=2 Media and Devie &P Copy toNew Policy. .
-3 Device Moni
Rl Media f fctivate
g Devices Deactivate clicy: 1 Clients

Credentials §g
s De‘gklas ] ranual Backup. . me | Hardware | Operating System | Resilienc | Indexing

5 WOMPH gy Eind w-w2ki-01  Windows-x64 Windows2008 off Yes
Bl storage view 3
1B virtual MR
[]'-@ Wault Management

3} @ Access Management

-4 Bare Metal Restore Management: sample-palicy: 1 Selactions =0

Backup Selections
] Cinbudataset

m
(]

il

-

[(Z) [Master Server: ivanw-wzke-01 [Connected 7
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11. Select the new schedule, and then click OK.

J File Edit View Actions Help

NetBackup Ad

ENEEE R e

(oo PGB »E

o Indexing Servers
[—]@ Media and Device Management
50 Device Monitar
-l Media
% Devices
(=14, Credentials
(% Disk Array Hosts
9 WDMP Hosts
E Shorage Servers
% Wirbual Machine Servers
[]--@ Yault Management
- Access Management
-4 Bare Metal Restore Management

ivann-w2ka-01 | sample-palicy: Attributes =
B iwarw-w2ka-01 (Master Server) Mame: |Dat”. |T pe |Stnrm Volu,.. | Cha...l | | |Effe”.| | | | | |CDH... | | | | | | | |D| 5na... |Sna... | |Med‘.. | Ena... |va |Exc... |Prefm
Activity Monitor EE M3-Windows sampl... NetB..., -- P § - P s A . Any Mo - -
MetBackup Management
Reports 4 | ﬂ
=3 polies sample-policy: § Schedules El
& summary of all Policies 7 = = = =
@ sanple-policy 2 - = 14 16 18 20 22 24
=] Storage p?‘\un - & 5 setdiizandel % & & & # & & & # &
on
Storage Units Tue < = & start backup of policy: sample-palicy = > s = = > s = = >
% Skorage Unit Groups & o & - & - & - & - & -
(@) storage Lifzcycle Policies e 2 , & Schedules: Clients: i & & % i & & % i &
Catalng Thd % 3 5 tvanw-w2ka-01 # & & & # & & & # &
(=138 Host Properties Fri + £ + + 36 + 4 + 36 + 4 + 36
Master Servers =i
@] IMedia Servers Hame Type Wolume Pool | (s | Star... | S| Cul D‘.| Inde... | Media Cwner
25 Clients sample-sche... Full Backup Co... Mo Mo Mo Mo

sample-paolicy: 1 Clients
Client name: Hardware:
B vanw-weka-01  Windows-x¢

Select a schedule and one or mare clients to start the backup.

To skart & backup For all clients, press OK without selecting any clients,

I Ok I Cancel Help esilienc | Indexing

i es

sample-policy: 1 Selections

Backup Sel=ctions

(&] Crinbudataset

[(2) [Master Server: ivanw-wzke-01 [Connected 7

12. Click Activity Monitor to monitor the job status.

J Ele Edit View Actions Help

ivanw-w2k8-01 - NetBackup Admi

ration Console

[B-lEé*x x| aaa vr|B ¥ EE

lagariae@d8sd 0l P R%E 0

ivanw-w2ka-01

ivanw-wzke-01 : Topalogy

= Policies
& summary of all Policies
@ sample-policy
= Storage
Storage Units
& storage Unit Groups

gl storage Lifecycle Policies
Catalog

=48l Host Properties

Master Servers

£) Media Servers

B, Clients

Indexing Ssrvers

-5} Media and Device Management
{z3) Device Maritor
B Medis

Devices

4L Credentials

Disk Array Hosts

& NDMP Hosts

] storage Servers

5, virtual Machine Servers

F-) Vault Management

- Access Management

(-4 Bare Metal Restore Management

ivanw-w2ks-01.testad.ocarina, local

ivarw-wzka-01: 8 Jobs (0 Queued

1 Active 0 Walting For Retry 0 Suspended 0 Incomplete 3 Done) o

1o | e |

T0h [arare | [ FodTime |t
wabal PR

50 Backp

Active samE|e—m samE|e—m ANt WENA-WL. 11/@2013 1. samF\E'qul

Jobs Services

Processes Drives

[(5) [Master Server: vanw-wzka-01 [Connected 7
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241

23

13.

Double-click the job to view job details.

Ele Edit View Actions Help

B-mEarax|i2ialv| =]

S0P LRS

DO )

Ivanw-weka-01

fvanw-w2ka-01 : Topology

E ivanw-wzke-01 (Master Server)
Activity Monitar
- WetBackup Management
Reports
B policies
& summary of 5ll Policies
@ sample-policy
{5 Storage
Storage Units
Storage Unit Groups
Storage Lifecycle Folicies
Catalog
=48 Host Properties
- Master Servers
Media Servers
Clients
o Indexing Servers
2155 Media and Device Management,
{530 Device Monitor
[+ I Media
® g Devices
=42 Credentials
[E Disk Array Hosts
HDMP Hosts
Storage Servers
-5 Virtual Maching Servers
-} Vault Management
- Access Management
(- Bare Metal Restore Management

Job Details:80

ivanw-w2ke-01: 1 Jobs (0 Qx

Jab 1D 60 Job State: Active il
Job Dverview Detailed Status | 1‘
Jab FID 5308 Stated:  11/25/2013 10:23.05 FM
Storage unit sample-sull Elopsed: 000227
Media server: v w2kE 01 teste Ended
Transport type: KB/Se: 43767
Status:
11/25/2013 10:23:07 PM - cannected; connect fime: 00:00,01 |

11/26/2013 10:23:03 PM - Info bpbk a132(pid=5224) Backup started

11/25/2013 10:23:09 PM - Info bptm(pid=272] start

11/25/2013 10:23:09 PM - Info bptm(pid=272] using 262144 data buffer size

11/26/2013 10:23:03 PM - Info bptr[pid=272] setting receive network bufter to 1043600 hyte
11/25/2013 10:23:03 PM - Info bptm(pid=272] using 30 data buffers

11/26/2013 10:23:11 PM - Info bpt[pid=272] start backup

1 Selected O]

11/25/2013 10:23:19 PM - begin wiiing

Job 1D | Type 11/25/2013 10:23:24 PM - Info bpbkar32[pid=5224] change journal NOT enabled for <C:inbi = .| Start Time Storage Unit End Time Attes
a0 Backup < | . .. 11/25i2013 1., sample-suni
Current kilobptes written:  EOO0EA0 Estimated Kilobytes: 0
Cunent files whitten: 21 Estimated Filas: 1}
Current file:
Troubleshooter
Percent Complete:
Print Heo | Close |
7 |
| | »
Jobs | Services | Processes | Drives

|(9) [Master Server: ivanw-wzks-01 [Connected 7

Setting up native replication & restore from the target container

Building the replication relationship between two DR Series systems

1. Create a source container on the first DR Series system.
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admenistralor {Log out) | Help

Containers Creale | Edit | Delele | Display Statistics

Global View

Dashboard
Mumber of Containers. 10 Container Path. /contamers
Containers Files NES CIFS RDA Replication Select
backup 2 o o Mot Configured
cifs1 <] w Mot Configured
cifs11 1] w Mot Configured
kknls o L Mot Conhigured
nbu-cifs-01 14 - Mot Configured
nvbu T - - Stopped
rvibul T L Onlline
nw-cifs-01 21 w Mot Configured

Mol Configured

sample 12 ' Mot Configured

Copyright © 2011 - 2013 Dell Inc. All rights rosensd

2. Create a target container on the second DR Series system.

mL DR4100-VM administrator (Log out) | Help

ivanvi-sw-01 lestad.ocarina.l [~ | Containers Create | Edit | Delete | Display Statistics

Global View

Dashboard
" Number of Containers: 10 Container Path: /containers
Alerts.
Events Containers Files NFS CIFS RDA Replication Select
ey backup 0 v v Not Configured
Usage
Container Statistics cifs1 11 v Not Configured
Replication Statistics cifs2 0 v Not Configured
i Storage kknfs (0] v Not Configured
i-Containers
kknfs2 0 v Not Configured
Replication
Clients nfs-01 1] v Not Configured
Schedules nfs1 0 v Not Configured
Replication Schedule
R nw-cifs-01 9 v Not Configured
Cleaner Schedule
System Configuration rep-target 0 Not Configured
Networking sample 7 v Not Configured

Active Directory
Local Workgroup Users
Email Alerts

Admin Contact info
Password

Email Relay Host
Date and Time
Support

Copyright © 2011 - 2013 Dell Inc. Al rights reserved

3. On the first DR Series system, go to the Replication page, and then click Create.
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ml DR4100-VM administrator (Log out) | Help

ivan-sw-03.ocarina.local 2 g
E Repllcatlon - | Bandwidth |
B Global View
B Dashboard P
Nerts Number of Source Replications: 2
Events Local Container Name Role Remote Container Name Peer State Bandwidth  Select
Health
T 10.250.243.18
Usage nvbu bt Stopped Default
Container St; ]
S air 10.250.243.18 "
Replication Statistics nvbut nvbui Online Default

B - Storage
Containers
Replicati
Clients
B Schedules
Replication Schedule
Cleaner Schedule
B System Configuration
Networking
Active Directory
Local Workgroup Users
Email Alerts
Admin Contact Info
Password
Email Relay Host
Date and Time
Support

Copyright @ 2011 - 2013 Dell Inc. All rights reserved.

4. Select a local container as the source container, and then enter the information for the second DR
Series system.

ML DR4100-VM

n! Create Replication

{Log out) | Help

Step 1: Select a local container Step 3: Selectarale Step 4. Remote container settings
backup 2 ® Source ' Target Create container on remn_te system
m?h ® Map to container on remote system
cifs

:I;r;frsmf&m Username™: administrator

nw-cits-01 Password™ sssssss

Tep-source
e — Peer System. 10250242 135

= Remote Container- (Retrieve Containers(s)

Step 2: Select Encryption F
® None "/ 128 bit "~/ 256 bit

Cancel  Create Replication

Date and Time

Support

Copyright © 2011 - 2013 Dell Inc. All rights reserved

5. Click Retrieve Containers, and then select the target container on the list.
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DAL Dpr#100-vm

} Create Replication |

- * = required fields
= Step 1: Select a local container © Step 3: Selectarole Step 4: Remote container settings |
[backup - ‘® Source ' Target ) Create container on remote system |
|cifst # WMap to container on remote system |
|cifs11 |
|kknfs .
|nbu-cifs-01 Username™ jadministrator |
[ nw-cifs-01 Password™: |
¥ - : .
|sample Peer System™. |10.250.242 133
el B |
I Remote Container:fRetrieve Containers(s)| |
backup ) B |
" cifs1 |
Step 2: Select Encryption cifs2
= ' None '~ 128 bit ' 256 bit kknfs |
kknfs2 |
nfs-01 |
nfs1
& nw-cifs-01 |
rep-target |
Sampe E |

|
|
Cancel  Create Replication |

y Host

Date and Time

Support

Copyright © 2011 - 2013 Dell Inc. All rights reserved.

6. Click Create Replication

D&AL Dora100-vm
i\} Create Replicaticn r
- * = required fields [
= Step 1: Select a local container ” Step 3: Select arole Step 4: Remote container settings |
"baﬁkup - '® Source " Target ) Create container on remote system I
cifst ‘@ Iap to container on remote system |
lcifs11 |
kknfs -
Inbu-cifs-01 Username™ administrator |
nw-cifs-01 Password”: sssssses I
P— - |
sample Peer System’. 10.250.242 133
& B |
= Remote Container- [Retrieve Gontainers(s) |
béckup = I
" cifs1 i
Step 2: Select Encryption cifs2
=  ® None '’ 128 bit "' 256 bit kknfs |
kknfs2 I
nfs-01 |
nfs1
sw nw-cifs-01 |
.
|sample ' |
|
Cancel
te and Time
Support
Copyright © 2011 - 2013 Dell Inc. All ights reserved.
4

7. Verify that the replication relationship between the DR Series systems is created.

26 Setting up the Dell™ DR Series System on Symantec™ NetBackup™ | July 2015



ml DR4100-VM administrator (Log out) | Help

RehSi i scma bea 2 Rep"cation Create | Edit | Delete | Stop | Start | Bandwidth | Display Statistics
Global View
Dashboard
Alerts Number of Source Replications: 3
FErcs Local Container Name Role Remote Container Name Peer State Bandwidth  Select
Health
10.250.243.18
Usage nvbu m B Stopped Default
Container Stafis
Replication Stati nvbut ;55250'243'18 Online Default

Storage 10.250.242 133
Containers

rep-target

~Replicaticn
Clients
Schedules
Replication Schedule
Cleaner Schedule
System Configuration
Networking
Active Directory
Local Workgroup Us:
Email Alerts
Admin Contact Info
Password
Email Relay Host
Date and Time
Support

Copyright © 2011 - 2013 Dell Inc. All rights reserved.

2.4.2  Backing up the image to the source DR Series system

This procedure is optional — if the source DR Series system container is newly created without having data
backed up.

1. Add the source container to NetBackup.

7 Storage - ivanw-w2kB-01 - NetBackup Administration Console

o [a] S|
J Fle Edt view Actions Help
ER IR R N A e AREl R cronoe storage unic
vanw-wzks-01 Al Storage Units: 1 Storage unit name: 1 Selected
ivanw-wzka-01 [Master Server) Hame: Ireursuurce Robot Type T Robot humber | On Demand
Activity Monitor B3 rep-source Shea N Yes
= NetBackup Management
| Repatts e <] = on demand oy

53 Palides ik bype!
& Summary of al Folicies lﬁl
asicDis| e
=)-{=3 Storage
(=3 Storage Units - Storage unit praperti
i Storage Unit Groups
- [Z@) storage Lifecycle Policies

Catalog [ivanw-nzks-01 =

Host Praperties R
=15 Media and Device Management 1\10.250,224,190\rep-source Browse,.. | ¥iew Properties
| 23} Device Monitor

Media server:

&l Media I™ This directory can exist on the rack file system or system disk,
- T o Ty —
1} vault Management [1 = [s2eze8 Msgsbytes
[ fccess Management
% Bare Metal Restore Management e NN
E e El =

Enable Temporary Staging Area. Copy data toits final destination
according to its staging schedule

Staging Schedul

ok | cancel Help

[(2) [Master Server: ivarw-w2ka-01 [Connected 7
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Create a new backup policy.

=]
File Edt Wew Actions Help
S-[m&|s axX|Lmihs|v g |o 2@t me s »a
ivan-w2ka-01 [ dr-reploistion-policy: Attributes
3 vanu-wzkB-01 (Master Server] Mame | Dat... | Type | Stor.. | Yolu.. | Chew. | | | | Efee. | ||| | [ ol [ [T T [o.]5na.. [sna.. [ [Med.. [Ena.. [vM.. [Exc.. |Frefo. | 1] [R.J 0]
E Activity Monitor = drr... — MS-... rep-s... NetB... - L S 1= 5} PR ') P - . Any Mo - - == Mo
-8, NetBackup Management
Reports
=&l paldes dr-repldation-palcy: 1 Schedules ==
2 4 [ g 10 12 14 16 13 20 22 24
Sun . . . . . . . . . . . . . . . . . . . . . .
Storage Units Main - . . . . . . . . . . . . . . . . . . . . .
G Storage Uit Groups Tue - . . . . . . . . . . . . . . . . . . . . .
() Storage Lfecyd Policies Wed e e e e e . . e e e a e e
Catalog Thu . . . . . . . . . . . . . . . . . . . . . .
Host Properties (it e © © e e o o o e o e © @ © e e e e o o o o
=% Media and Device Management Sat
{30 Device Monitar Plame | Type | Retention | Frequency | m..| Storage | volurne Pacl | F... | star... | 5. €. 0. Inde... | Media Owner |
I vredia I3 ful Ful Backup 2 wieeks Lk 1 oo Mo Mo Mo e
Devices
Credentisls
-} Vault Management
- Access Management
B Bare Metal Restore Management dr-repleiation-policy: 1 Clients B0
Client name [ Hardware [ operating System [ Resilienc: [ Indexing
rw-wZkE-01  Windows-x64 Windows2008 off Yes
dr-replciation-policy: 1 Selections [=][w]
Backup Selections |
L3 CiDowrLoad
[(9) [Master Server: tvanw-w2ka-01 [Connected 7

Run the backup job.

S-m&|% =X |4 =@ & |77

1| % B

Jaam:

2READLO PPN D O

ivanw-weks-01 : Topology

vanw-w2ke-01
fvanu-w2ka-01 (Master Server)
Activity Monitor
5] g hetBackup Management
Reparts
- Policies
& Summary of al Policies

b dr-replication-policy
Storage

- Catalog
Hast Properties
=B Media and Device Management
- 1z3) Device Monitor
B Media
Devices
Credentials
) Vault Managsment
[ & Access Management
[+ Bare Metal Restore Management

fle Edit Wew Actions Help
|
1
!

ivanw-weke- Jobs (0 Que

Job ID T;Ee
X

93 Backup

Job ID: 53

Job Overview | Detaied Status |

Job type:
Sub type:

Client:
Master server,

Job policy
Folicy type

Job schedule:
Scheduls typs:

Pricrity:
Owner.

Group:
Compression;
Data movement:
Qff-host

Status:

Backup
Immexdiate

ivanw-w2k 801
ivanw-w2kg-01

di-repiication-policy
M Windows

ol

Full Backup

i

oot

ather

No

Standard

the requested operation was successfully completed()

2 |

Job Details:93 [ x]

Job State: Done (Successful] il

|

Started: 12417203 B:27:41 PM

Elapsed: 00:00:37

Ended 12/1/20136:28:18 PM

Fietertion: 2 weeks

File lst

C:\DownlLoad =]
q _|_|

Parcent Complate: 100%

Print

0 minutss remaining

1 Selected O]
.. [ Storaq.. [EndTime | attempt [ Operat... | Kioby]
. repsource 12/1/20... 1 440)

Help | Cose |
Z4

Jobs Services | Processes |

Drives

(&) Master Server: vanw-weks-01 [Comnected 4
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2.4.3  Cleaning up the image from NetBackup

This procedure is optional and is only required when importing of images reports a failure (The image import
procedure is described in later in this document). The purpose of this procedure is to clean up residual
images that could have conflicts with imported images.

1. Stop replication between the DR Series systems.

administrator

Replication Create | D | Bandwidth |
Global View
Dashboard
Alerts Message
Events v = stopped ication 'rep-
Container Statistic: Number of Source Replications: 3
Replication Sta
Storage Local Container Name Role Remote Container Name Peer State Bandwidth  Select

ainers 50243
Containers i 20N Stopped Default
~Replication
Shenis 5
Clients nvbut source S Online Defautt
Schedules
5 3
rep-source :;ize;e':z 153 Stopped Defauit

System Confgura\lurl
Networking

Active Directory

Local Workgroup Users
Email Alerts

Admin Contact Info
Password

Email Relay Host

Date and Time
Support

Copyright © 2011 - 2013 Dell Inc_ All rights reserved

Note: Before cleaning up the image from NetBackup, you should stop/delete replication first. If you
do not, the backup image on the target DR Series system will be cleaned up.

2. Clean up the image, and from the command line, run the following command. NetBackup will
automatically run the cleanup job.

| Fle Edt Wiew Actions Help

) Activity Monitor - ivanw-w2k8-01 - NetBackup Administration Console
. Administrator: Cornmand Prompt
|B-[m| &% = X| 4 B@ & 7L : .
iwanw-wZlE-01 ivanw-wzke-0 (] =O
[-force_not_conplete] puBE, - . -,
[ ivanw-w2kG-01 (Master Server) hpexpdate: -recalculate [-backupid <backup id>1 [-—copy Znumber >]
Activity Monitor [-d <mm/dd yyyy H 58 i infinity>] [-client <name>]
T T [-policy <nanc>1 3 level>] [~sched <cype’]
z ruer
1 =] Reports hpexpdate: —stype {server >
| {3 poiicies [ i <disk volume>11
‘ & Summary of sl Polcies {—nudelete [-notimnediate 1 ce_not_conplete]
master s ruer
H @ dr-repiication-palicy legal values 5 erential incre,.2=user.3=arch
| {5 Storage unulative incr
gmam invalid conmand usage
Host Properties C:Frogran TilesUoritassHetBackupsbinsadnincnd hpexpdate cxe —recaloulate —poll
Media and Device Management cy dr-veplication—policy -d @
T A L o e o e T e
@De"‘_ce Monitor that meet the following criteria:
A Media policy de-replication-policy
g Devices . wou
o expire
et Cont inue? Cu/n>y
- Vaulk Managsment
- Access Management
e85 Bare Metal Restore Management [vanw-wZhE-01; 2 Jobs (0 Queued O Active 0 Walting ForRetry 0 Suspended 0 Incomplete 2 Done) 1 selerted O]

12/1420
T et ol T A TeTiIe L repsource

Jobs Services Processes Drives
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244  Importing the image from the target DR Series system

1. Go to Catalog, and then click Initiate Import. Enter the target container path, and then click OK.

%] Catalog - ivanw-w2k8-01 - NetBackup Ad

J File Edt Yiew Actions Help

S-mEka%xsmdalv|B[HB]g|es e )
ivanw-pzkB-01 Action: Copies:
ivanwi-nzkB-01 (Master Server) [werify = [primary Copy |
g Activity Monitor e Palicy:
=5 metbackup Management Lo S | <ol oicies |
Reports [eans =] [ e -~ |
-3, policies e = |
& summary of all Policies ek bYpes: I~ Use Irport Tmages Wizard ;
@ drreplication-policy Basic Disk. & )
edia Server: e |
[Media Server: I I anw-w2ka-01 j o

<#ll Media Servers
Topertiss

<t P ~Location of imag
=B Media and Devics Management ~Date { time range:

L

o Image bype:
Device Monitar Between: [ /3012013 -

Fo - 130 Disk - e default fob priarity
g Devices e 12 12013 Disk Type: { 75000 3

Credentials -
- vault Management Jasic sk =] ber is greater priority)
[ Access Management Path:

g, Bare Metal Restars M t Help Search Mow
[+ ¥ Bare Matal Restors Management I\\10‘250‘242.laa\rap-tarqetl I Erawse... —I
O

Images: 11/30/2013 £:19:41 Pf

BacmE D Date ... | Primary C... | Mirrar [ Mount Host | on Hold Indexing

Enter your search criteria bo be

I
# Search | = Results

(@) Master Server: ivanw-w2ks-01 [Connected

2. Click the Results tab, and check the import results.

J Fle Edt View Actions Help | ﬂ
B -lmlgssx|[iaaalvyB[H8a|lafasss @2
ivanw-w2ks-01 Results:
E ivanw-wzke-01 (Master Server) Cperation [ Time Requested [ Last Updated |
Ackivity Monitor i]bplmpthZUlﬁlZUllBﬁl1.\Dg 12/1{2013 £:43:11 PM 12/1{2013 £:43:14 P
- metBackup Management
Reports
= Policies
& summary of all Policies
@ drreplication-policy
e — Log File: C:1Program Files!\VeritasitletBackuplLogs|user_ops|\IVANW-W2Ks-011Administratorilogs\ibpImport1-20131201 154311 log =]
2158 Media and Device Management Impart phase 1 stated 12/1/2013 5:42:11 PM ;I
@ Device Monitor 18:43:11 INF - Create DB information for path 3410.250.242.133vep-target,
& veds 18:43:11 INF - Iitiation of bpdm process to phase 1 import path \410.250.242.133uepargst was successful
Devices 18:43:13 INF - Recreating image information for client ivanw-w2k8-01, policy dr1eplication-policy. and schedule ful, done on 12/01/2013 18:27:41
Credentials 18:42:13 INF - Recreating copy 1. fragment 1 information for image.
- Vault Management X X
By Access Management 18:42:14 INF - Creation of database information for import of path \w10.250.242.133\ep-target complete,
[ Bare Metal Restore Management
[T B
* SﬂﬂmhI% Resulis I
[(2) Master Server: ivanw-w2ka-01 [Connected 2
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Go back to the Search tab, select Import, and then click Search Now.

J File Edit Yiew Actions Help

=

|8 -[m|& (% = x| % a@

ivanw-w2ks-01

= ivanw-wzka-01 (Master Server)
Activity Monitor

B g NetBackup Managemenkt

Reparts

- policies

& summary of &l Policies

& drreplication-policy

L=
(& oo

S Properties

=B Media and Device Management
{23 Device Monitor

B Media

Davicas

Credentials

-4} vault Management

7 @ Access Management

[+ ¥y Bare Metal Restore Management

hlvw B BlE|laFuBa% 202
Import ||
Media:
* Media ID: Media Server:
[ <al> x| [ <A tredia Servers> =]
™ Disk bypes: Djsk Pool:
[Basic pisk ] [<nn= =
Pedia Server: Pathi;

=]

Ll

~Dats | time rangs:

Coples:
[<a Copies > =l
Palicy:

[ <Al olicies > =l
Policy bype:

[<all Policy Types=
Type of backup:

Ll

[<all Backup Types>
Client {host name):

L

[ <Al Clients >

Between: I11 J30j2013

=l | 6:19:41 PM

And: |1zf 1j2013

=l |11:59:59PM

A {EE

™ Owarride default job priority

Job Prigritys 85000 3:

(Higher mumber [s areater priorty)

Images: 11§30/2013 6:19:41 P to 12{1/2013 11:59:50 PM Import <Al Copies> Policy Tupe: Unknown Policy Tupe

|

el

1 Selected O]

# Search |= Results

[(9) [Master Server: ivanw-wzke-01 |Connected %

Catalog -

File Edt View Actions Hslp

4. Select the import image, and then click Import.

2k NetBackup Administr: nsole

S-m &l #%|imaalvr @Y El e

IPEEE: )

ivanw-w2kB-01

= ivanw-wzka-01 (Master Server)
Activity Monitor
=l S letackup Management
Reports
=@ Folides
& summary of all Policies
& dr-replication-policy
Storage
Catalog
Host Properties
1 5 Media and Devics Management
i) Device Monitor
&l Media
Devices
Credentials
&) vaul Managsment

(& Access Management
% Bare Metal Restore Management

Action:
[mport =
~Wedia:
& Media ID: Media Server:
[ <ai | [ <aimedia Servers> =
" Disk bypes: DiskPodl:
[Basi Disk | E =
Media Server: Path;

JEI]

Ll

~Date { time range:

Copies:
[<all Copies> |
Policy:

[ <Al policies» |
Policy type:

[<al policy Types>
Type of backup:

[<alBackup Types>
Client (host name):

[ <Al Clints>

Batwesn: |1uamzma

| | 6:19:41 P

And; |121 1j2013

| |11:59:59 Xl

[N ELE]

Images: 11/30/2013 6:

141 PM to 12/1/2013 11

™ @werride default job priority

Iob Rriarity: lﬂggg =

{Higher numbe: i areater priority)

59PM Import <All Copies Policy Type: Unknown Policy Type

Help Search Now

1 Selected O

# Search Results

[(Z) Master Server: ivanu-wzks-01 [Connected 7
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5. Go to the Activity Monitor or run the bpimagelist command, and check the image import status.

3 Activity Manitor - ivanw-wzka-01 - NetBackup Administration Console
File Edt Wew Actions Help |E
Administrator: Command Prompt
. v m K &
8 - [[m] &% | # Balv Tegal values for sche ull,i-differential incr,Z-user,3-arch
ivar-w2ka-01 varm-nzke-0 uniiative incr =0
- invalid comnand usage
EJ ivanw-w2ka-01 (Master Sarver)
gmmty Maritor Ce\Lrogran Files\UsritasuNetDackupibintadnincnd>bpexpdate.exe —recaloulate —poli
cy dr-replication—policy —
B3 NetBackup Management T you SURE you want to recalculate expiration dates on all images
1 Reports that meet the Following criteria
Il =3 roiicies policy dr-replication-policy
| R summary of ol Folcies o expirve NOU
H @ drreplcation-policy Continue?(y/ndy
1 {= Storage
gcmbg CeSProgran Files\Uorftas HetBackupbinsadninendSEpinage Tist - oxe —oTiont TvammZ
Host Properties YHACE ivanuy-u2k8-01 @ B 9 ivanu-u2kB-@1 1385951261 droreplication-policy 13 =NUL
12 Medic and Device Management Lx poot full @ 1 1385951261 23 1387162263 B @ 448464 2 dr—replication—pol
50 Device Monitor e 136551261 TULL © =MULL MULLe 6 5 2 O b *NILLe 30068 b b SNULLE B 0’0
SNULL B 8 6 5747 0'0 ~NULLx *NULL* @ @ B 8 xNULL* *NULLx 6 6 6 0
& Media
-3 Devices PRAG 1 1 440464 b b 8 b w\10.250.242. 133nrep-targeraivany-v2k8-1 1365951261 1
Crodentials F1 ivanw—u2k8-91 262144 8 B —1 @ *NULLx 1387162263 B 65537 0 8 8
= #NULL= 0 0
-4} aulk Management
[5] Y Access Management C:\Program Files\Ueritas‘\NetBackup‘hin‘\admincmd),
E-% Bare Metal Restore Management ivarm-w2kB-01; 4 Jobs (0 Queusd O Active 0 Waiting for Retry 0 Suspended 0 Incomplete 4 Done) 1 Selected O]
1 | Job D | Tupe Laco gt Totare . T status [aobpoicy [oob sc T dient Media ... | Skart T, | storag... | End Time | attemot | operat... | ot
96 Image Import Done 0 drreplic,. ful ... 1z(1jz0... 12120, 1
95 Image Import Done 0 ... 12/1420... 12/120... 1
|
o7 Image Ceanup Bone T TETLre0 TZILret T
b 4 93 Barkup Done 0 drreplic,. ful ivaw... ivanwow, . 12/1/20,.. repsource 12/1/20,.. 1 440
« | 3
Jobs Services Processes Drives

[(&) [Master Server: ivanw-wzka-01 [Connected
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Restoring the image from the target DR Series system

1.

Click the NetBackup Administrator Console.

tration Console =]
Fie Edit Wiew Actions Help
A i tal 1 -
S-lm| &% »X| s BE & 77| E2EA DLy PP D S
Ivanw-wzks-01 ivanw-wzks-01 : Topology il [m]
iwanu-wZk@-01 (Master Server)
H Activity Monitor
(=) MetBackup Management
Reports
=3 Policies
& summary of all Policies [ ——
@ drreplication-policy
Storage
Catalog
Host Properties
)55 Media and Device Management
53 Device Monitor
&l Media
Devices
Credentials
) ) Waulk Management
[ 5 Access Management
[ % Bare Metal Restore Management rvarwwehe- 0L 5 Jobs (0Queusd 0 Adtive D Walting for Retry D Suspended 0 Incomplete S Done) |

Job State | State

Tean,

[EE TN

12f1420...
12f1f20...
12/1420...
12f1f20...

reprsource 12(1f20..,

End Time

12/1720.
12/1f20...
12)1f20...

440

b4 9% Image Import
b 95 Image Impart Dane 0
% 9+ Image Cleanup Dane 0
% 93 Backup Dane 0 dr-repiic... Ful
<
Jobs Services Processes Drives

[(Z) [Master Server: ivanw-n2ke-01 [Connected 7

2. Select the files that you want to restore, and then click Start Restore of Marked Files.

Backup, Archi

and Restore - NetBackup - [Restore: Server:

nw-w2k8-01 Source Client: ivanw-w2ks-01 Destination Clien!

File Edit Wiew Actions Window Help == x|
1B Select for Backup | B3, Select for Restore = | |
MetBackup Histary
s Time Backed Up [ Time Expires | Files | Size | Compressed | Schedule Type [ Policy Name [ Keyword Phrase [ image Format | DataMaver |
@ 12/1j2013 62741 PM 12/15/2013 23 440464 N Full Backup dr-replication-policy Backup
@ 11/z7/2013 T:0142PM 12{11j2013 22 439908 N Full Backup testl Backup
&
&
k)
[%
Al Folders Contents of 'C:\DownLoad'
B vanwwzka-01 Hams, [ merededlin iee L Lime Mofied 1
(] stworker 12/1{2003 6:27:4L PM - 0
(& ngent-x54-5.3.6.125.exe 12/1/2013 6:27:41 PM 118428264
&) ngent-xB6-5.3.6.125.exe 12/1§2013 6:27:41 PM 73122884
|| appassure-installer_thel_amdéd_5.3.6.125.sh 12[1j2013 6:27:41 PM 74378551
4 Chromesetup.exe 12/1/2013 6:27:41 PM 761808
cwRsyncserver_3.0.1_Installer - Copy.exe  12/12013 8:27:41 PM 6062696
cwRsyncServer_3.0.1_Installer.exe 12/1/2013 6:27:41 PM 6052898 11/28/2013 11
2 DelR spidCIFS. mei 12/1§2013 6:27:41 PM 565248 11/28/2013 6:54:49 P
|| gconsale. jnlp 12/1{2013 6:27:41 PM 3079 11f6/2013 31113 P
(&L ocaltountUtiiy-x85-5.3.6.125.exe 12/1/2013 6:27:41 PM 35440550 11420/2013 5:32:00 PM
|| Mektwiorker vE Release Motes.pdf 12/1{2013 6:27:4L PM 1637850 10/8/2013 9:19:06 P11
| Mektiorker-8.0-Admiristration-Guide.pdf 12/1/2013 6:27:41 PM 11840449 10/8/2013 9:18:51 M1
| Mektorker-6.0-Instalation- Guide. pdf 12/1§2013 6:27:41 PM 1605304 10j6/2013 5
|2 New Bitmap Image.bmp 12/1{2013 6:27:41 PM 0 921j20136
% New Rich Text Document. rtf 12/1/2013 6:27:41 PM 7 9/21/2013 6:37:09 PM
— Hew Text Document. txt 12/1{2013 6:27:4L PM 0 921/2013 6:37:19 P
_weapdt 12/1/2013 6:27:41 PM 3170147 10/8/2013 9:18:51 PM
7 VirtualBox-4,2,18-86781 -win exe 12{1j2003 6:27:4L PM —-  G9619058  9/12/2013 9:06:44 P11
4
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3. Run the restore job.

and Restore - NetBackup - [Restor
Bl Fis Edt View Actions Window Help

Servel

1) Select for Backup | B, Select for Restore ~ | G2yview Status |

NetBackup History

All Folders

2 ivanw-wzks-01
=cC
£ Download

Ready

Status

Operation Type | Time Requested

Close
Delats
Help

Time Backed Up. [ Time Expires | Files | Compressed | Sehedule Type [ Policy Mame [ Keywaord Phrase

@ 121201362741 P 12/15/2013 ) H Full Backup dr-replication-palicy Backup

@ 1127013 T0L42ZPH 12]11)2013 22 N Full Backup testiil Backup
1[=] B3

| mage Format Data Mover

 Selected Dperation:

Refresh Rate [seconds): [5 fll
-

™ Verbose

Progress

Retresh
Print

013 5:33:57 PM
013 4:51:01 PM
13 10:00:39 PM

13 4:46:39 PM

[1:56:09 (57.001) INF - TAR STARTED 2344
155611 (57.001) INF - Beginring restors from server ivani-w2k-01 to clent ivanu-w2k
[1:55,33 (37.001) INF - TAR EXITING WITH STATUS =0

1:56:23 (57.001) INF - TAR RESTORED 22 OF 23 FILES SUCCESSFULLY

155633 (57.001) INF - TAR KEPT 1 EXISTING FILES

15,23 (37.001) INF - TAR PARTIALLY RESTORED 0 FILES

[1:55:35 (5714 INF - Status = the requested operation was suscesshully completed.

4] |

=

013 1:13:20 AM
013 6:54:49 PM
133:11:13PM
013 5:32:00 PM
13 9:19:06 PM
13 9:18:51 PM
139:18:43PM
13 6:37:01 PM
13 6:37:09 PM

x|

13

uxag.pdf 12{1j2013 6:27:41 M —— 3170147
7 virtualBox-4.2.18-68781-Win.exe 12/1j2013 6:27:41 P — 99619088

10/8/2013 8:18:
9(12/2013 9:06:44 PM
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3 Creating and configuring OST target container(s) for

NetBackup

Create an OST container in the DR Series system GUI by selecting Containers in the left navigation
area and then clicking Create at the top of the page.

DR4100
edwinz-sw-01

Containers I !

Container Path: /containers

1.

Help | Log out

Number of Containers: 1

Files HFS CIFS RDA Replication Select

Containers
Mot Configured

backup

re Upgrade

&

Copyright © 2011 - 2013 Dell Inc. All rights resered.

2. Enter a container name and select the connection type as RDA. Then select the RDA type as

Symantec OpenStorage (OST).

m Create New Container:

Assign & namSick and drag to move this panell, oo pratocol to Use and add clients that nesd access

o T 3 m Mx 32 characters, including only letters, numbers, hyphen, and underscore
i Container Mami Name must start with  letter o number

: IR MarkerType’ Mone  Auto  Metworker  UnixDumnp  BridgeHead (7 |
Connection Type™: ' Mo Access ' NAS (NFS, CIFS Rapid Data Access (RDAL LSS ainers

ect

RDA
RDA Type mantec OpenStorage (OS5I Dell Rapid Data Storage (RDS) (7 n

Capacity’:
& Unlimited
Size |Unlimited (GiE)

D
Support

Copyright @ 2011
Cancel  Create a New Container
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3. Click Create a New Container and confirm that the container was added.

ML DR4000

toriLog out) | Help
swisys-A3.ocaninalocal v

Containers Craste |
B - Global View
B - Dashhoard

| Message

uccessfully added container "0!
+ Container 0!

Health
|

as the following marker(s) None.

Mumber of Containers: 2

nlication

Container Path: /containers
Containers Files HFS CIFS RDA Replication Select
B - Storage
Containers hackup a v v Mot Configured
05T 1] 05T [iA
Cliend
Schedules

System Configuration

Copyright @ 2011 - 2013 Dell Inc. AN rights reserved.

311

Setting up NetBackup for virtual synthetic backup on a Windows or Linux
client

Note: Make sure that the Dell OST plugin is installed on the DMA client that is used for NetBackup.

Launch the NetBackup Console.

FJ Credentials - ost-w2kar2-04 - NetBackup Administration Console

Ele Edit iew Actions Help

B-[m& 2% Eahs v

ostwZkerz 04 Al Storage Servers (0)
5] ost-wzkarz-04 (Master Server)

Hame
Activity Monitor
=} NetBackup Management

[ Server Type |
B Reports
143 policies

& sunmary of all Policies

WMedis Servers | Configured for snapshots |

[
(=5 Storage
(=) storage Units
L Storage Unit Groups
*-.I g Storage Lifecycls Policies
Catalog
)-8 Host Properties
(=28 Media and Device Management
1230 Device Manitor
)l Media
£ Devices
B Drives
(& robots
Bl Media Servers
Server Group 1
Topology
Disk Pools
: % SAN Clients
E1R, Credentials
(& Disk Array Hosts
& NDMP Hosts
E storage Servers
B virtual Machine Servers
- Vault Management
[#-G Access Management
-4 Bare Metal Restore Management

Media Servers (No Credentialed Devics Selscted)
Hame

36

(S [Master Server: ost-w2kerz-04 [Connected 7
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2. Right-click Media and Device Management and select Credentials > Storage Server, and then click

3 Credentials - ost-w2kerz-04 - NetBackup Administratio
File Edit ¥iew Actions Help ‘
- [m| &% a%|dmaa v =]
ost-wZkere- 4 Al Storags Servers (0)
ost-wzkBrz-04 (Master Server) Mame, [ Server Type [ Media Servers [ Configured for snapshats
[ Activity Moritor
£, NetBackup Management

Reports

=, Poiicies

& summary of all Policies
acce

== Storage

L[5 storage Units

Fp Storage Urit Groups

{Ig) Storage Lifecycle Policies

Catalog

48 Host Froperties

=2 Medis and Device Management

{30 Device Manitor

Il Media

-G Devices

) Drives

[ Robots

Media Servers (No Credentialed Device Selected)
i Media Servers

Server Group Hame |
Topology
Disk Pools
o) SAN Clients
4L Credentials

[ Disk Array Hosts

lanagem
B-E AccessManage — |
[+ Bare Metal Resl da Find...

Yiew v

4] Refrash

[(9) Master Server: ost-wzkarz-04 [Connected 7

3. In the Storage server configuration wizard dialog box, select OpenStorage from the list and click
Next.

Storage server configuration wizard [ %]
Add Storage Server 1%
Provide details to create storage server X-\

a0e to configure:

Mote:

OpenStorage is a Symantec technology that lets you use a vendor-provided intelligent
disk appliance as disk storage.

< Back I Mext » I Cancel Help
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4. Under Storage server name, enter the DR Series system IP address or hostname, and under Storage
server type, enter DELL.
5. Inthe Media server list, select the media server and enter the user name: backup_user, password:

Stor@ge!
Add Storage Server £1%
Provide details to create storage server Xj@

— Storage server detail

Storage server name: Iswsys-BS

[~ Use Symantec's OpenStorage plug-n for network-controlled storage server

Storage server type: IDELL

Select a media zerver that has the vendor's OpenStorage plug-in installed. MetBackup will query
the storage server for its capabiliies by sending the probe through the media server pou specify.

Media server: I stk Br2-04 j

r— Enter credentials:

User name: IbaCkup_user
Password: I xxxxxxxx
Confirm password: I xxxxxxx 1

< Back I Mext » I Cancel | Help |

6. Make sure the storage server creation is successful and that authentication is working.

Storage Server Configuration Wizard E

Storage Server Creation Status 2%
Performing required task for storage server creation Xj‘l

Flease wait while the wizard completes the following tasks:
Status I Performning task. . | D etails
i Creating storage server sways-53..
: Adding credentials for server ostrw2L8r-2'D4...

< Back I Mext > I Cancel Help
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The created storage server should now be listed.

J File Edit Wiew Actions Help

ENEEIEERIEEYT TREAAEN
osk-wzkarz-04 INI Starage Servers (1)
B ost-w2karz-04 (Master Server) Server Type | i
L0 Activity Monitor SSyS-E3 - DELL
=] g MetBackup Management
Reports
=-{3 policies
¢ & summary of all Policies
acce
[=-{= Storage
Storage Units
% Storage Unik Groups
@ Storage Lifecycle Policies
Catalog
I::I-g Host Properties
[—]@ Media and Device Management
23] Device Monitar
&l Media
Drevices
-5 Drives
-[B Robots

¥ Media Servers (Mo Credentisled Device Selected)
B Media Servers

? Server Group Name
2y Topology
- Disk Pools
g SAN Clients
-8R Credentials
& Disk Array Hosts
3 MOMP Hosts
E Storage Servers
% Wirbual Machine Servers
JE2] @ Waulk Managernent
[+ @ Access Management
[+]-%% Bare Metal Restore Management

I

@Y

7. Right-click Media and Device Management and select Devices -> Disk Pool, and then click New.
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J File Edit WYiew Actions Help

&

|B-E& kx| 2@alv> B 8B &

ost-wzkdrz-04 (ol Disk Pocls
B ost-wzkErz-04 (Master Server) Mame | storage Server Name I Murrbe... | Numbe... [ Used C... [ Availab... [ Raw SizeI Us

Activity Monitor
MetBackup Management
Reports
: @ Policies
% Summaty of all Policies
G acce
== Storage
L= Storage Units
% Storage Unik Groups
@ Storage Lifecycle Policies
Catalog
[+ Host Properties
[—]@ Media and Device Managemnent
@ Device Monitor
B Media
-G Devices
] Drives
----- @ Raobots

Bﬂ Media Servers

% Server Group
ey TOpOIagy
.

-

{ )
i Son, T Hew, S

B, Cetnpmm—
& Disk & Inventary Disk Pools. ..

..... =Nl Refresh
E Skar —
B vir gy Eind...

[]--@ Wwault Manar Vigw >
[]--@ Access Managemmemm
[#-483 Bare Metal Restore Management

<

8. In the Disk Pool Configuration Wizard dialog box, select OpenStorage (DELL) for Type.

Disk Pool Configuration Wizard E

Disk Pool
Select the type of disk poal 1o create.

Type:

Mate: If a desired dizk poal type is ot shawn in the list abawve, verify that the appropriate
licenze key iz installed and that a storage server of that type haz been defined.

To continue, click Nest.

< Back I Mext » I Cancel Help
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9. In the Storage server list, select the DR storage server created previously.
Disk Pool Configuration Wizard

Select Storage Server [ﬂ .
Select storage server to scan for disk volumes, :

Storage server

Mame | Tupe |

Mate: If a storage server does not appear in the list, then MetB ackup has not been made
aware of itz existence.

To continue, click nest.

< Back I Mext > I Cancel | Help |

10. Select the OST container created previously, which will be used for backup.

Select Disk Pool Properties and Yolumes B
Select the disk pool properties and volumes to use in the disk poal. =

Storage server: sweys-B3
Storage server type: DELL
Digk pool configured for: Backup j

— Dizgk pool properties and wolurme:

A digk pool inherits the properties of itz volumes. Only volumes with zimilar properties
can be added to a disk poal.

If properties are specified, the list displays volumes that match the selected properties.

™ Replication source
I™ | Replication target

Select volumes on the storage server to add to the disk poal:

Raw Size | Replication
TB Mone

Available Space
22934 TB

Total available space: 22934 TB
Tatal raw size: 22938 TB

< Back I Mext > I Cancel Help

11. Enter the Disk pool name.
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Disk Pool Configuration Wizard [ <]

Additional Disk Pool Information [+ ] :
Provide additional information and verify disk pool configuration :
details,
Storage server: smsys-b
Storage server type: DELL
Dizk pool configured for: Backup
Dizk pool size
Total available space: 22934 TE
Total raw size: 22938 TB

Disk poal name:

¢osTl )

B e

Comrments:

High water mark: Lows water mark:

98 = an = %

— Marimurm /0 streams

Concurrent read and write jobs affect dizk perfarmance.
Limit 140 streams to prevent disk overload.

I Lirrit 140 streams |-1 _|:;' per volume

< Back I Mext > I Cancel | Help

12. Confirm that disk pool creation is successful.
Disk Pool Configuration Wizard I

Disk Pool Creation 5] 3
Performing required task for Disk Pool creation g

Pleaze wait whilz the wizard completes the fallowing task:

5] Periommingtasks.. [ Details |
id Creating Disk Pool _#

~ -
S —

F

Configuration completed successfullyl

To continue, click Next.

< Back I MHext > I Cancel Help
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13. Make sure the disk pool is listed.

stration Console

J File Edit Wew Actions Help

|B-lm|&|% = %] & & | ¥ 7|
ast-w2kare-04 [pil Disk Paols
B ost-wZ2kSrz2-04 (Master Server)
Ackivity Monitor
Eg MetBackup Management
Reports
=-{0 Policies
&8 Summary of all Policies
G acce
1= Storage
Storage Uniks
% Storage Unit Groups
{8} Storage Lifecycle Policies
Catalog
Host Properties
-5 Media and Device Management
@ Device Monitor
= Media
=] E Devices
1= Drives
(B Robots

Bﬂ Media Servers

Server Group
- ko Topolagy.

Disk Pools 3

----%-SMIEHFS‘
=] @3 Credentials
EB Disk. Array Hosts
& NDMP Hosts
E Storage Servers

% Wirtual Machine Servers
[]--@ Yault Managemeant
- Access Management
E]---’% Bare Metal Restore Management

4

14. Right-click NetBackup Management and select Storage > Storage Unit, and then click New Storage
Unit.

] Storage - ost-w2kar2-04 - NetBackup Adr

J Flle Edit Yiew Actions Help

EREE T e

(9B % || a@s 2
ost-wzkBra-0¢ all Storage Units: 0
ost-wzkarz-04 (Master Server) MName [ Storage Unik Type: I Density | Max Concurrent Drives | Robok Type
- Activity Moritor
MetBackup Mansgement
B[] Reports
E1-{8) Policies

& summary of all Folicies
acce

Bl Storage

i Change,.,
P storz
1) stor P< Delete

Catdlog -
Copy Storage Unit. .
&) g Host Pro (At

555 edia and D (= Mew Storage Uik, ..
R CeviceM & Fig
&l Media ;‘ew .
- Devices =
2D Drives
|5 Robots
5 Media Servers

B4 Disk Pools
% SAN Clints
B2 Credentials

[ Disk Array Hosts

& NDMP Hosts

& storage Servers

{5 virtual Machine Servers

G- vault Management
(- Access Management
[+]-%, Bare Metal Restore Management

[FEN [Master Serer: nskwZkarz-nd [Cond
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15. For the New Storage Unit, enter a Storage unit name, and then specify the Storage unit type as Disk,
the Disk type as OpenStorage (DELL), and Storage unit configured for as Backup. Select the disk
pool that was created previous steps, and select the media server that will be used for backup.

MNew Storage Unit E

Skarage unit narne:

| 0s5T_sU

Skorage: unit bype:

IDisk LI v on demand only
Disk bype:

IOpenStorage (DELL) LI

—Storage unit properties
Storage unit configured Far:

IBackup ﬂ

A storage unit inherits the properties of its disk pool, If properties are
specified, only those disk pools that match the specified properties will
be available below,

" Replication source

[ Replication target
Select Disk Pool:

IOST ;I Yiew Properties |

Media Server:

" Use any available media server
= oOnly use the Following media servers

Media Servers

Maximum concurrent jobs: faximum Fragment size:

4 - I 524255 Megabytes
QK I Cancel | Help |

16. Make sure that the Storage Unit is listed after creation.

] Storage - ost-w2k8r2-04 - NetBackup Administration Console

J File Edit Wiew Actions Help

B-lm| &% = x| &
ost-wzkarz-04
S ost-w2karz-04 (Master Server)

B | 7| 9% B

EEEEE

Activity Monitor
MetBackup Management

#-/E] Reports

-9 storage

[ storage Units

% Skorage Unik Groups

@ Storage Lifecycle Policies
Catalog

=, Host Properties

[—:I@ Media and Device Management

-5 Device Maritar

Media

EE_P Devices

-2 Drives

|5 Robots

g Media Servers

? Server Group

~&tt: Topology

S Disk Poals

% SAN Clients

B2, Credentials

[ Disk Array Hosts

. 5 MDMP Hosts

E Skorage Servers

% wirtual Maching Servers
[:I--@ Yaulk Management

- Access Management
(-4 Bare Matal Restore Management
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17. Right-click Netbackup Management > Policies and click New Policy.

18.

J File Edit View Actions Help

|8 -ml&|% = %[5 & w22 M8 8@ 2 5893
ost-w2kirz-04 ost-wzkEr2-04: 0 Policies
B ost-wzkirz-04 (Masker Server) [Mame | Data... | Type | Storage | Yolum. .. | Check. .. | £

Activity Monitor
=] MetBackup Management
=] Repor
= Rep 5_._‘_-.

evy Window from Here

Stor. |
+ Ha Copy ChrlE
& | [ Paste Chrl
Catc: wid Change. .. Enter:
[]..g Host & Delete De|
£ Medi
s et Poli

B Med @ Iew Schedule,,,
B Devi| =5 Mew client.
=1 it Mews Backup Selection,..

(B . )
@ Dy o few Palicy. . .
aa |

? | fw Ackivate
ER | 48 Deactivate
. [
% | g [Manual Backup. .,
I':'l--& Crec da Eind...
_%i : view N
E Storage Servers
% wirtual Machinge Servers
[]--@ VYault Management

[0 Access Management
[]--’t’% Bare Metal Restore Management

Enter a Policy name.
ost-w2k8r2-04 - NetBackup Admini

J File Edit Wiew Actions Help

tration Console

|8-[m|&|% «%X| &8

|o B &P e » B

ost-wzkarz-04

ost-wzk3r2-04: 0 Palicies

E ost-wZkSr 2-04 (Master Server)
Activity Maonikbor

g MetBackup Management
Reports

@ Policies

& summary of all Policies

[=-[=3] Storage

Storage Linits

% Storage Unit Groups

@ Skorage Lifecycle Policies
Catalog

[+]-3&% Host Properties

EI@ Media and Device Management

@ Device Monitor

: Ba Media Servers

? Server Group
oy Topology

Disk Pools

= SAM Clients

EI--@> Credentials

----- @ Disk Array Hosts

& NDMP Hosts

-5 storage servers

-5y virtual Machine Servers

E]--@ Waulk Management

- Access Management

Marme | Daka ..., | Type

Paolicy name:

Add a New Policy

I Q5T _palicy

™ Use Policy Configuration Wizard.

oK I Cancel Help
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19. Enter the following policy attributes on the Attributes tab: Policy type as MS-Windows (for
Windows) or Standard (for Linux); Policy storage as the DR storage unit that was created in previous
steps; select Collect true image restore information > with move detection.

ange Policy - US| _policy

Palicy type: ¥ Gointo effect at: I 172772014 j‘l 1:02: 40 AM j‘
Dt I Backup Metwork Drives
I — I Cross mount points
Data classification: |<No data classification: LI
I Compression
Palicy storage: <| Eg. 0sT_SU > LI I Encryption
Collect dizaster recovery information for:
Palicy volume pool: INetBackup LI [ R o
ollect true image restore inform.atiog
I~ Take checkpaints evens: ID 3: minutes
I~ Limit jobs per policy: | 3: " Disable client-side deduplication
e m I Enable granular recoveny
I Use acceleratar
Media Owner: I Ay ;I Kewword phraze: I

I Enable indexing for search
[Must alzo be enabled for the schedule and client]

Indexing Semver: I LI

i~ Micrasoft Exchange Attribub

i Snapshot Client
I™ | Perform black level incremental backups Exchange 2010 DAG on Erchange 2007 replication [LER ar CER)

™ Perform snapshot backups Options... |

I | Retain snapshot for Instant Becoveny on 51 management Difaibizzz backup souics, I LI
I Hypery server: | Preferred server list.. | (Exchange 2010 DAt anly)
™ Perfarm off-host backup

Use; I ;I

fdachite: I

20. On the Schedules tab, create three schedules: one for Full Backup, a second one for either
Differential Incremental Backup or Cumulative Incremental Backup, and a third one for Full

Backup with the Synthetic backup option enabled.
The schedule should be set so that first a full backup runs, then an incremental backup, and finally a

synthetic full backup.
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Add New Policy - DST_policy boe

Attributes @ Schedules | Clientsl @] Backup Selectionsl

2 4 5] 8 10 12 14 16 18 20 22 24
Sun | o 2 s 5 5 2 a5 il o 2 s s 5 = 2 - il o 2 s 5 = 2
Mon = =
Tue| il Add New Schedule - Policy O5T_policy E | o
\?ES 3 - % Attributes |% Start W'indowl % Exclude Datesl - -
Frif = Mame: — Destination: iz 5
Sat| IFuII_Backud I Multiple copies Configure... |
Type of backup: I Overide policy storage selection
| Full Backup > ;I -
Mame q‘—"-ﬂ--——.-._-w-—-—-"’ I —I
| Spnthetic backup I Overide policy volume ool
35 ™ Accelerator forced rescan INetBackup ;I
™ Enable indswing for search [Must also be X X
enabled for the policy and client] I Overide media cwner:
Scheduls tppe: I Ay ﬂ
- =
Cittamelay Rietention: tedia multiplexing:
I™ Retries allowed after riunday |2 weeks [level 1) LI I 1j
i+ Frequency:
Iﬁm Imstant Fecowen: .
{=' Snapshots and copy snapshots to & storage wnit
= Snapshats only
aK I Cancel | Help |

Mew... | Delete | F'ropertiesl

0K | Cancel | Help |

Change Schedule - Policy 0ST_policy Ed

@5 Attributes | 8 Stant Window I % Excluds Dates |
Mai — Diestination:
I™ | Multiple copies Configure... |
-
Tupe Dﬁjgckun- ™ Override policy storage selection:
Difereniia Incremertal Backup. . e®| | | r
I~ | Spnithetic backun I™ | Overide policy volume poal:
[T Accelerator forced rescan I NetBackup j
™ Enable indesing for search [Must also be ; i
enabled for the policy and client) [ Ovenide media owner:
—Schedule type: I B j
{ ;
B: bt Retention: Media multiplesing:
Reties allawed aft d -
™ Retries allowed after runday |2 weeks [level 1] j I 1j
¢ Frequency:
- Ihstant Hecoven:
|1 jIWEEkS j ¥ :
% Snapshats and copy shapshats to a storage unit
" Bnapshots only
] I Cancel Help
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Add New Schedule - Policy 0ST_policy

B Atributes |Gij Start Windowl @ Exclude Datesl

Marne: r— Destination:

IS_I,Int I~ Multiple copies Canfigure.. |
T‘Hna_gﬁ backup: [~ Oweride policy storage selection:

1E%Eackup_‘_! =l |E| 05T _5U =l

o T 2

-‘“LV Synthetic bacl;Lie_ |

-

——
I~ | Aceeleraton foreed rescan

[ Enable indexing for search [Must also be
enabled for the policy and client]

™| veride policy volime pool;

I MetB ackup

[~ Ovenide media awner:

— Schedule tppe;
= Calendar
I | Retries allowed after runday

' Frequency:

I'I ::I'IWeeks j

I Ay

Retention:

t edia multiplexing:

=

|2 weeks (level 1)

|mstant Recawvern:

' Shapshots only

& Spapshots and copy shapshots bo & storage unit

1=
=]

o |

Cancel | Help

21. On the Clients tab, select the client(s) from which data is backed up.

22. On the Backup Selection tab, provide the data set that needs to be backed up.

23. Make sure that the policy is created successfully.
7 Policies - ost-w2k8r2-04 - NetBackup Administrati

J File Edit %ew Actions Help

|1B-lm|&|% « x| % &

d | Vo |3 %E W

EE T S

ost-wzkarz-04

05T _policy: Attributes

B ost-wzZkErz-04 (Master Server)
Activiky Monitor

g MetBackup Management

Reports

= Palicies

..... & summane of all Policies

L 55
== Storage
-[=3) Storage Units
% Storage Unit Groups
@ Storage Lifecwcle Policies

Catalog
[+]-5 Haost Properties
EI"@ Media and Device Management
@ Device Monikar
-l Media
E—]E Devices
- Drives
| robots
-4 Media Servers
? Server Group
Sty Topology
| Disk Pools
----- &) SAN Clients
EI--& Credentials
[ Disk Array Hosts
- & MDMP Hosts
E Storage Servers
% Wirtual Machine Servers

[]--@ Wault Managernent
-7 Arce

Mananermenk

Mame | Data ... | Tvpe | Storage | Wolum. .. | Check... | J| PI PI Ef
0sT_palicy MS-Wi... OST_SU  MetBac... -— R
4
05T _policy: 3 Schedules
2 4 5] g8 10 12 1
Sun = - - - - - - - - - - - - -«
MDn = - - - - - - - - - - - - -«
Tue = - - - - - - - - - - - - -«
WEd = - - - - - - - - - - - - -«
Thu . + + + + + + + + + + + + -
Frl = - - - - - - - - - - - - -«
Sat
[Mame I Tvpe | Retention Freq
Full_Backup Full Backup Z weeks 1
Increnm Differential Incremental Backup 2 weeks 1
synk Full Backup 2 weeks 1
4]
Q5T _policy: 1 Clients
Client name I Hardware I Operating Syskem I Res
ost-wZkErz-04  Windows-xt4 Windows2008 CFF

OST_policy: 1 Selections

24. Activate the policy before proceeding to backup. Right-click the policy and click Activate.
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3.1.2 Backing up using NetBackup virtual synthetic backup

1. Before running backup, ensure that you have decided on a backup mode to use: Passthrough or
Dedupe. This can be done by setting the RDA mode in the DR Series system command line interface
(CLI), as shown in the following example screenshot.

[

#° swsys-b63.ocarinalocal - PUTTY

7 --clie

Plugin

Note: You can schedule the backups or run them at a convenient time. This procedure uses a manual

backup configuration.

2. Under Netbackup Management > Policies, right-click the policy created in the previous procedure

]
Ele Edit Yiew Actions Help

8-lml & x

and select Manual Backup to run the backup manually.

G e R

ost-w2kBr2-04

05T _policy: Attributes

B ost-wekara-04 (Master Server) Hame [oata... [Type [ storage [ volum. . [ check... [ 3] A o effect... [ 6 d 1 o € colec... [ k] H
Activity Manitor =] osT_policy - M-, OST_SU  MetBac... --- PR TP -/ - (R 1} E 5N
£ ) NetBackup Management
#-[E] Reports < |
£ @ Poicies 0ST_policy: 2 Schedules
& sunmary of all Policies
<@ o poley - 2 4 & F] 10 12 14 16 18 20
T Ln . e e .
=l E??:rage e Man N Manual Backup oD
& Storage Unit Groups e +  start backup of policy: ©ST_palicy I T
&) Storags Lifecycls Policies Whied o S s e e
@ Catalog Thu S T — Clignts: " " " " " " "
- 4 Host Properties Fri " ost-w2kEr2-04 S
=) Media and Device Management Sat|
&) Device Monitar Name Frequency | M...| Storage Wolur
Il Media 103 Ful_packup 1week 1
=1 [ Devices 8 ncrem 1week 1
& Drives
[ Robots
4 Media Servers 4 Select a schedule and one or more cliznks to start the backup.
E] Server Group ——————  To start a backup for all cients, press OK without selecting any dlients.
f!:‘: Topalogy 05T _policy: 1 C
Disk. Paals Client name Resilisncy
% SAN Clients = ost-wzkarz-1 s cance! LER ‘ QFf
-2, Credentials

{8 Disk Array Hosts

5 HDMP Hosts

E| Storage Servers

{5 virtual Machine Servers
-7 Vaul Management
- Access Management
[+l 4 Bars Matal Restore Managsment

05T_policy: 1 Selections

Backup Selections
1 E:iFull_12

() Imaster Server; ost-
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3. Run a manual Full Backup and check the status in the Activity Monitor. Double-click the job to see

the detailed status.

J File Edit Wiew Actions Help

ion Console

B- @&l saximaa v B ¥

&

AaRrdeSsd 0P S0 o

ost-w2kBre-04

ost-wizkBr2-04 : Topolagy

E] ost-wZker2-04 (Master Server)
o B e

T Activiy Monitor ‘:;
(-] WetBEthup MaRadEment
- Reports

=143 Foiices
- @ summary of al Folices R
- @ 05T _poicy Job Details: 1048 [x]
g ’:fjaga e Job D: 1048 Job Stle Actve 4]
= % Starage Unit Groups - g, ﬂ
@) Storage Lifecycle Palicies Joh Dvervie ‘DEtaI\Ed 5latu.$D
488 Catalog -
i Job PID: 7340 Stated  1/27/2014 2:00:26 AM
é' H - d’”“’ i Storage unl 0sT_su Elapsed: 000053
5 s ar.1 DEWFB i Media server: ostw2kBr2-04 Ended
% Device Monitor ost-w2kBre-04: 3 Jobs (0 Queued 1 Ackive W Transport bpe: KB/Sec:  G2520 1 5elet
- Med [
; ¥ D:w‘:es 30b 1D | Type Jobstats [ Sta  Stalus Storag
) Drives bGP Adive 14272014 20027 AM - connected; connect ime; 000000 & |[[osrs
{\? Ry Inage Cle... Done 1/27/2014 20031 AM - Info bpbkar32(pid=4772) Backup started
[ Robots & 979 Inage O, D [1/27/2014 200:31 AM - Info bptr{pid=2752) start
-3 Media servers R 142772014 20032 AM - I bptpid=2752) using 262144 dab bulfer size
Server Group 1/27/2014 200:32 &M - Info biptm{pid=2752) seting receive netwark buffer to 1043600 bytes
Topology 1/27/2014 2:00:32 &M - Info bptrlpid=2752) using 30 data buffers
Dick Pol: 1/27/2014 2:00:35 AM - Info bptr(pid=2752) start backup
S 1/27/2014 20035 AM - begin wilting
@: Ea) SAM Clienits [1/27/2014 200:43 AM - Info bpbkar32(pid=4772) change journal NOT ensbled for <E:AFull 1
(=& Credentials
- @ Disk Array Hosts ﬂ—l L
5 DM Hosts Current kilobytes witer: 3000132 Estimated Kiobytes: 0
B storage Servers Current fles witten 3 Estimated Files: 0
% Yirtual Machine Servers Curent fle:
@ Vaulk Management
@ Bccess Management Troubleshooter
'(@5 Bare Metal Restore Management:

Percent Complate:
4] Fint |

Services | Processes onves |

| Close I

i—

Help

Jobs

[70Y Macter Server: nat- 4 |cemnect

4. Run one or more configured Incremental backups to generate a set of backups that can make a

File Edit Wiew Actions Help

B-m| &% «%| %8
ost-wzkBrz2-04
H ast-w2kir2-04 (Master Server)

Al v |@] 9w

| ©5T_palicy: Attributes
| Data .. | Type

Name
O5T_policy

|os o PG s » B

| Storage | Yolum, .. | Check. .. | J| F'I Pl Effeck... | E|

Activity Monitar M5-Wi,.., ©5ST_SU  MetBac... -- P RS F e o
MetBackup Management
+ Reparts 2|
T @ Policies e 05T _palicy; 2 Schedules
& Summary af &l Policies
Q—-O-S‘-Tjol\;\:h. "--) 2 4 i) 8 10 1z 14 1
I
= Storage Sun | - o
Storage Uniks Mon| [ilanualliackup o o
Tue
% Storage Unit Groups wied [ 52 Start backup of policy: GST_policy *: =
L) Storage Lifecycle Policies 9 - o
& Catalog Thu| Schedules: Clients: . .
[]--g Host Properties Al ost-w2kBr2-04 o
Media and Device Management Sat
@ Dievice Monitar Mame Frequency I M.
B Media @ Full_Backup 1wesk 1
E_P Dervices Increm 1 Wesk 1
1 Drives
S Rabats
4 Wedia Servers 1 I Select a schedule and one or more cients to start the backup,
? Server Group ————— Tostart a backup for all chents, press Ok withaut selecting any clients.
-, Topology 05T _palicy: 1 C
B Disk Pools Clienk name Resiliency
: == Ok I Cancel Hel
% SN Cliets ost-wkira- it | OFF
-, Credentials

[E Disk Array Hosts
& WDMP Hasts
E Storage Servers
B virtual Machine Servers
[]--@ Yaulk Management
(-5 Access Management
-4 Bare Metal Restore Management

OST_palicy: 1 Selections

Eiackup Selections

3 EPu_tz
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5. Then, run a Full Backup with the synthetic backup option enabled.

J File Edit Yiew Actions Help

B-lml8s#x|[smBalvy DY B

W BEPEE e E

ost-wakarz-04 I QS5T_palicy: Attributes
B ost-w2kSr2-04 (Master Server) |Name | Data ... | Type | Storage | Solum, .. | Check. .. | J| P| ,DI Effect... | Ei d T| CI EI Coll
Bl dctiviby Monikar OST_palicy MM, OST_SU MetBac., — R TS ¥ v A R -]
=] MetBackup Management
Reparts 4 |
@ Policies X OST_policy: 3 Schedules
% Summaty of all Policies
8 051 _policy . 2 4 5} g 10 12 14 16 1
=-{=] Storage LN J
M | Back: X
{=] Storage Units Man LR oe KU 4]

i Tue :
% Storage Unit Groups Wed +  Start backup of policy; ©ST_policy
{38) Storage Lifecycle Policies = o

Schedules: Clients:
ost-w2kfr2-04

Catalog Thu

g Host Properties Fri

=] @ Media and Device Management Sat
@ Device Monitar MName

B Media EE 3 Ful_Backup

P
P
PO
[

Frequency | M., I Starage:

1'Week 1
E‘ Devices @ Ty ek 1
15 Drives T3 s IWeek 1
@ Robots
£ Media Servers q Select a schedule and one ar mare clients ko start the backup,
Server Group |—————— Tostart a backup for all dlients, press OK without selecting any dlients.
& Topology 03T _palicy: 1 C
Disk Pouls Clienk name Resiliency
= Ok Cancel
% SR Clierts ost-n2kEr2A | _can b | e

2L, Credentials
= @ Disk Array Hosts
-~ & MOMP Hosts
- E Storage Servers

6. Confirm that the final full backup is synthesized.

Note: The throughput of the final backup should be much faster as it synthesizes the full and
incremental backups.

Job Details: 1060 E3

Job 1D: 1060 Job State: Done [Successful]

¢ [»

" Job Overview Detailed Status I

Job FID: 7956 Started: 172772014 7:25:46 A
Storage unit: asT_5uU Elapzed:  00:00:18
Media server ost-w2lkEr2-04 Ended: 1/27/2014 7:30:04 Abd
Tranzport bype: LAM FB/Sec: 3078125

Status:

1/27/2014 7:25:49 Ab - granted resource MedialD=(2aaaby DigkVolume=05T DiskPool=05 ;I
142742014 7:29:50 AM - end Request Resources; elapsed time: 00:00:03

1/27/2014 7:258:.50 &M - end Synthetic, Execute Schpt; elapsed time: 00:00:04

1/27/2014 7:25:50 Al - begin Organize Readey
1/27/2014 7:25:50 Ak - i i
1/27/2014 7:25:50 Ak - J2KBr TR S0E353S _I
1/27/2014 7:25:50 A
142772014 7.25:50 AM - sending exten -
142742014 7:29:50 &AM - end Organize Readers: elapsed time: 00:00:00

=
4| | »

Current kilobuvtes writter; 17142080 E stimated Kilobytes:
Current files written; 0 E stimated Files:
Current file:

Troubleshoater |

Percent Complete: 100% MENEENNERNRNNRNRNRREEE O minutes remaining

Print | Help | Cloze |
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4 Configuring VTL type containers for use with Symantec
NetBackup

4.1 Creating and configuring NDMP target container(s) for NetBackup

411 Creating the NDMP VTL container

Before you begin, ensure that the NetBackup OEM patch is installed. Contact Dell Support for the
instructions.

1. Create a VTL container in the DR Series system GUI by selecting Containers in the left navigation
area, and then clicking Create at the top of the page.

mL DR4000 administrator (Log out) | Help
-
- Containers (2] !
B - Global View

B - Dashboard

Alerts Mumber of Containers: 2 Container Path: /containers
Events Containers Files Marker Type Access Protocol Enabled Replication Select
Health
U backup 0 Auto NFS, CIFS Not Configured
sage
Container Sk intvmO5iscsi k3 Networker VTLISCSI Not Configured
Replication S
B - Storage

Clients
Schedules
System Configuration
Support

Copyright © 2011 - 2014 Dell Inc. All rights reserved.

2. Enter a container name, select the Virtual Tape Library (VTL) check box, and then click Next.
Container Wizard - Create New Container

Container Name

Max 32 characters, inchadng only lefiens, numbess. hyphen, and
prdarscong, Mame mest st wih a ledier

C Container Name™  [NDMP-VTL :)

@ﬂual Tape Library (VTL) Z) e
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3. Select the Is OEM checkbox, NDMP Access Protocol radio button, Unix Dump Marker Type and

enter the Access Control |IP address. Click Next.
Container Wizard - Create New Container

Configure Virtual Tape Library

o Is OEM: [

Tape Size: ® 200GB O 400GB O 20068
O 10068 O s0GB O 10GB
' e@cess Protoco. @ NDMP ) O iscsl O No Access

e FQDN or IP
Access Confrol: |
o ( Marker Type: ® Unix Dump_)

) None

< Back

4. Click Create a New Container to finish container creation.

* = required fields

Container Name and Type
MOMP-VTL
VTL

Cancel Next >

Container Wizard - Create New Container

Configuration Summary

Container Name and Type
Container Name: NDMP-VTL
Connection Type: VTL

Virtual Tape Library
OEM: yes
Tape Size: 200gb

* = required fields

Access Protocol: NDMP
Access Control: 10.8.238. 145
Marker Type: Uni<_Dump

Cancel Create a New Container }
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412 Setting up NetBackup to use the newly created NDMP VTL

1. Open the NetBackup Administration Console, go to Media and Device Management > Credentials,
right-click NDMP Hosts, and select New.

| 7 Credentials - 2k8r2intvm01 - NetBackur

I File Edit View Actions Help

|B-|[m]|&|% = X| ¥ B
ZkBr2inkym01 all
=3 2kar2intym01 (Master Server)
Activity Monitor
=™ NetBackup Management
- E] Reports
# @ Palicies

&) Host Properties
1 Applications
- B Media and Device Management
Q Device Monitor
- Media
E3] g Devices
= Credentials

; Disk Array Hosts

: % Wirtual Machine Servers
- vault Management
[+ @] Access Management
[+-%% Bare Metal Restore Management
% Logging Assistant

M;W“"“Q L P W '&F

2. Enter the NDMP host name of the filer from which you want to back up and click OK.

MNDMP Host Mame:

lIs:'IDnl
‘ OK _ !) Cancel |
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3. Enter the backup user logon information for the filer and click OK.

‘® pdd NDMP Host: dr4-interop-a7.labdomain1.bakbone.com

MNDMP Host:  dr4-interop-a7.labdomain1 .bakbone.com

Credentials
" Use global NDMP credentials for this NDMP host

- Use different credentials for this NDMP host on each media server
(Use Advanced Configuration)

To configure individual media server credentials or to override global and
MDMP host level credentials, use Advanced Configuration.

Advanced Configuration. .. |
e |

4. Click Add again and specify the DR Series system host name and click OK.

%7 Add NDMP Host [ X |

NDMP Host Name:
I dré-interop-a7.labdomain1 .bakbone. com|

(N
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5. Enter the backup user logon information for the DR Series system, and click OK.
‘® add NDMP Host: dr4-interop-a7.labdomain1.bakbone.com ) I

NDMP Host:  dr4-interop-a7.labdomain1.bakbone.com

- Credentials
(" Use global NDMP credentials for this NDMP host

™
((;Usethefolbw’mgcredentidsfathismhostonalmediasms |

Username:
I backup_user

Password:
|*********

Confirm Password:

| *********l
\ A

Use different credentials for this NDMP host on each media server
{Use Advanced Configuration)

To configure individual media server credentials or to override global and
MNDMP host level credentials, use Advanced Configuration.

Advanced Configuration... | (@)
‘| oK ) Cancel Help

6. Click the master server in the navigation pane, and then click Configure Storage Devices.

‘_j 2k8r2intym01 (7.6.0.1 Enterprise Server) - NetBackup Administration Console

J File Edit Yiew Actions Help '

B - |[E] Sgxc = X | 5 B & %y

F'Qi Symantec NetBackup™

- ¥ =/ Getting Started

= N‘etBackup Managernent ; ) 3
& .J Reports e Get step-by-step help setting up NetBackup.
; ,

& policies
[#-{3] Storage b Configure Storage Devices

g Catalog ‘ Define robots and drives.

[ 2al
[+ - 1 Applications
=] @ Medla and Device Managemenk
g{ Device Monitor
[+ B Media
H g Devices
B Credentials
& Disk Array Hosts
5 NDMP Hosts

Configure Disk Storage Servers
E Define servers supporting data deduplication, Open!

. Configure Cloud Storage Servers
)
\ Define servers supporting Cloud storage.
g Configure Disk Pool .
E Storage Servers ;
h H . Define disk and media servers to be used in a disk p
% Yirtual Machine Servers

@ @ Yault Management

/.
fﬁ Access Managemenk Configure Yolumes P
2] % Bare Metal Restore Management Inventory robots and define volumes fior use in stan

Logging Assistant

@ ‘i Configure the Catalog Backup

» \“’\""W‘f Spedfy how mlﬁ?%c@ Conﬁ raiu:-n f
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7. Click Next>.

Device Configuration Wizard

Wizard.

This wizard configures storage devices for use with NetBackup. This wizard
uses device senalization lo configure robotic lbranes and dives.

i Welcome to the Device Configuration
N

Before starting, physically attach your storage devices to the server and
petform all configuration steps specified by the device or operating system
vendors.

To begin, click MNext, For assistance, click Help,

cieck [ New> P Cancel | Hep |

8. Click Change, select the NDMP Host check box, and click OK. Click Next>.

Device Hosts
Specify the hosts on which to auto-discover fconfigure devices. j

If you are running this wizard for the first time, please add and check all hosts with attached devices.

P Change Device st [ [

need to be scannec
Device host:

(4| Device Host:  [ZFEztmnt

Configure Diive Name Rules.. | To statt device detection, cick Net

¢Back | Mewts> Cancel Help
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9. Ensure that the DR's host name is selected and click Next.
NDMP Hosts

Select the NDMP hosts on which to configure devices by i
clicking the adjacent checkbox. N

NDMP hosts:
NDMP Host

2R [silon
¥ did-interop-a7.labdomain1.bakbone. com

1) D
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10. Verify that the VTL was detected successfully and click Next.
Scanning Hosts
Wait while devices are auto-discovered. Q i

Auto-detection has completed for all hosts checked,

Progress:
Host | Operation | Status o |

ntvml1 Scanning for dewic

Detected 10 tape drive path{z] and 1 robol(z)

To view detected devices, click Mext.

coock ((Wow> ) coesl | b

11. Click Next.

SAN Clients
Review the SAN Clients NetBackup has found. 5

If you have a SAN Client that does not appear in the list, use the Add button to manually add it.

Mote: Adding a SAN Client in this way will only inform NetBackup to perform a scan for FT Target Devices seen
by the SAN Client. *Y'ou must first have performed all the physical attachment and installation steps necessary for

SAN connectivity.
Freferences | Add... |
SAN Clients
Mame | State I lUzage Preferences | Mum FT Media Servers |

Fibre Transport Dewices seen by the selected SAN Client:
Client HBA ... | Media Server | Server HBA... | Server LUN

| Device State

<Back Cancel Help
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12. Click Next.

Backup Devices
Review the devices NetBackup has found. \s

If you have a backup device that does not appear in this list, cancel this wizaid and verify that the device is
physically attached, and that all installation steps specified by the device and operating system vendor have
been performed.

Properties

Device
" DELL DR_L700

0104 Configured None

& IBM  ULT3580-TD4 0104 Configured Yes None

& IBM ULT3580-TD4 0104 Configured  Yes Naone

& IBM  ULT3580-TD4 (0104 Configured Yes None

& IBM  ULT3520-TD4 0104 Configured Yes None LI
= N1,17} L TAEA0 TR et [ Iy ey | LY . Mo o

Host and device path configuration information for selected device:
Hast | NDMP Host | Path |Pot [Bus [ Taget [Lun |
2k8r2intym did-interop-a7 labd... DR_L700-6788wA.. 0 0 7 0

< Back 1 Next » ID Cancel Help

Drag and Drop Configuration
verify the drive configuration is correct. 5

13. Click Next.

If you need to make any changes, simply drag a drive to its proper location. Drives in robotic ibranies should
appear under their robotic ibrary. Drives not in libraries should appear under "Standalone Drives'. Make sure
drives are ordered according to how they appear in the library.

Devices can be enabled and disabled by clicking the adjacent checkbox. Properties |

To continue, click Next. e

<Backd Nest > b Help

Cancel
nme——
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14. Click Yes to confirm you want to continue.

Device Configuration Wizard | x|

Drag and Drop Configuration
Verify the drive configuration is correct. 3

If you need to make any changes, simply drag a drive to its proper location. Drives in robotic libraries should
appear under their robatic library. Drives not in libraries should appear under “Standalone Diives'. Make sure
drives are ordered according to how they appear in the lbrary.

LY b e vice Configuration Wizard |'|operhes |

@ F
&1 Star After this point, the device configuration changes will be
\,  committed. The original configuration cannot be restored once
these change have been made.

Do you wank to continue?

)~ |

To continue, click Next.

< Back Mew> | Cancel Help

15. Click Next.

Device Configuration Wizard E3

Updating Device Configuration
Please wait while NetBackup updates the device configuration. i
-

~
Update complete.
Dperation I Host I Stat... [
¥ Committing devi... Daone.
b Restatting the .. Done
To continue, click Nest.

¢ Back (i Next > ' Close Help
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16. Click Next.

Configure Storage Units

You can make the devices available to NetBackup by configuring storage units. j

A storage urit is a logical grouping of one or more storage devices attached to a server, In order for NetBackup
to wiite to the devices attached to the NetBackup server, a storage unit must be configured for these devices.

Check devices that you want configured as NetBackup storage units on Master Server Properties... |

intwmi1 -hcart-robot-tld-0-drd-interop-a7. labdomain . bakbone. com

(Back Cose | Help |
17. Click Finish.

Device Configuration Wizard E3

-ﬁ Finished!
N

‘You have successfully completed the MetBackup Device Configuration
Wizard.

You may view of change current configuration settings within Device
Management of Storage Unit M anagement.

To exit the wizard, click Finish.

<Back || Close Help
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18. Go to Media and Device Management > Devices and then select Robots > Inventory Robot.

I Devices - 2k8r2intym01 - NetBackup Administration Console

Jﬁhzdtibwﬁ_:tmuelp

1B-mé&|xe%X|[smda v D Bl ek
2kBr2intym01 All Robots

B 2karZinkwn01 (Master Server) Robot Name: l Device Host
Activity Monitor I[E TLD(D) 2kBrZintvm01
B MetBackup Management
= E'l Reports
-3 Policies
(=3 Storage
& Catalog
Aty Host Properties
+-5 Applications
= @ Media and Device Management
@ Device Monitor
E&l Media

(‘
¢
2
¢
53-8 Devices <
)
3

- Ba] Media: ~
Server (=
i h Topolo — =
Disk Pc i Stop/Restart Device Manager Service...

San Cl
=162, Credentials Refresh
Disk Ar "
£ e, E0d-
E Storag Yiew '
% Virtual Machine Servers
[+ @ Yault Management
& Access Management
% Bare Metal Restore Management

Logaing Assistant

- J'\ '--r‘a.«. u_rﬂ‘ W\\"‘m
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19. Select the Robot you want to inventory. Select the Update Volume Configuration and Preview

Changes options, and then click Start.
E 2k8r2intym01 - Robot Inventory E

58 |~ Inventory operation
Device Host:
" Show content:
[2karaintvmon ﬂ) ¥
- L« contents with volume configuration
{ !no(u: - 2k@rzinkym0 1 ﬂ)| £ & Update valume configuration )

AdvmcedOpﬁons...[

[¥ Preview changes
™ Empty media access port prior to update

20. When it completes, click Yes.

E 2k8rzintym01 - Robot Inventory E

—5elect robot r~Inventory operation
Device Host:
[2karzinkvmor |
Robot:
[1LD(0) - 2kerzintumor | %" Update volume configuration

" Show contents

" Compare contents with volume configuration

Start

[ Results

27242015 204:35 FM > Inventory & Update for TLD(0) on 2k8i2intvm0t
Generating ist of recommended changes ...
Proposed Change(s) to Update the Volume Configuration

Logically add new media 8001 [barcode E7EEWI001] to robot slot 1.
Logicaly add new media PwJ002 [barcode 6788w/002) to robot shot 2.
Logicaly add new media 8003 [barcode 6788w/003) to robot slot 3.
Logicaly add new media 8004 [barcode E786/I004) to robot slot 4.
Logically add new media 8005 [barcode B788WA005) ta robot slot 5.
Logicaly add new media w006 [barcode 6788w/A006) to robot skt 6.
Logically add rew media 8wJ007 [barcode 6788/007) to robot slat 7.
Logically add neve media 8008 [barcode 6788w.1008) to robot slat B.
Logicaly add rnew medis w003 [barcode 6783w/.1009) to robot slot 9.
Logically add new media 8WJ00& [barcode 6788W004&) to robat slat 10.
Update volume configuration?

o of
Update volume configuration? 1' No | Clear Results |
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21. Click Close.

~Select robat -~ Inventory op
e fast: " Show contents
[2kerzintymo1 =
. " Compare contents with volume configuration
[rio(0) - 2kerzirtvmor = & Update volume configuration
Advanced Options...
¥ Preview changes
I™ Empty media access port prior to update

Start Stop
i~ Results

Processing new media added to the robotic library by logically ﬂ
adding media with new media D5 as follows. ..
Media ID Slot

%
—
SO @~ O =

WVolume configuration successfully updated.

L »

22. Select NetBackup Management > Policies and then select New Policy.

3 Policies - 2k8r2intym01 - NetBackup Administration Console

inegdtfuwectbnsudp

[B- @ &% =X % Bna vy @ n
2k8rZintym01 2kBr2Zintvm01: 0 Policies '!
B 2kérzintwm01 (Master Server) name [ 0..] T..] 5. [ v. [ J]T e JIIIII t’

Bl Activity Monitor
= NetBackup Management

[!_] Reports

2 @‘ Sur {71 New Window from Here

{5 Storag [, o Chri+C

- Applica o chiange, . Enter
B Ejgd&?d K Delete Del

Ha e iy New Back
g% Ser @GP Copy.to Mew Policy,.

T Tor

Dis (49 Activate
% sal ¥ Deactivat,
5] &-, Creder g Manual Backup,..

ik Dis
& np #a Eind...
E St View »

% WirtualTaching Servers
@ Vault Management
) Access Management
%, Bare Metal Restore Management
% Logging Assistant

-G
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23. Enter a policy name for the backup job and click OK.

Add a New Policy E3

[Backun;m: n j}

I Use Policy Configuration Wizard.

0 ) e |

24. Select NDMP for the Policy Type, and select the Allow Multiple Data Streams check box on the
Attributes tab. Click the Schedules tab.

Add Mew Policy - Backup

"::"'—‘_'.-'-'P'\“._w-. -

[E] At | Cients | ) Backup Selections |

Podicy ype: | 2 2ams | 2031arM =
- Diestination

Dista clsssification: [ Mo data elassifications =

Pobcy storage: [ rpdvadabis =1

R c—

IT 7ot ek poinke wieny m TrerLtes
I/ Limét jobs pes polcy: [ =
Job gty o 23 bumnstaz pda

[T Erabis giaerulor pesevery

Hodia Owner: [ Ay j = e deonlaslie
Feyweced pheaze: I
_ and Ry Di I™ Enable indesing for search
wﬂﬂ o [Muish also be enabled lor the scheduls and cleni]
I Fudam ek lissd st ek s
| PRl et I ..:I

iz Beliie AP e N e S B e Ly e e B

I | Use Reghcation Diector

= | Pt I e

Microsolt Ekchampe Aot

Erchange DG o Exchange 2007 repheshion [LEF o COSR|

> F Divleogse bockig souite I d
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25. Click New on the Schedules tab.

O8] Atbutes By Scheddes | By Cherts | ) Backup Sebections |

2 4 s} 8 10 12 14 16 18 20 22 24

9"“- - - - - - - - - - - - - - - - - - - - - - - -
hl'l:ﬂ' - - = = - - - - = - = - - - - - - - = - = = =
“‘Hn = = - - - - - - = - = - = - - - - - = - - - -
Wr - - - - - - - - - - - - - - - - - - - - . - -
Th"r - - = - - - = - = - - - = - - - - - = - - = =

F”n - - - - - - - = - - - = = - - - - - = - - - -

Sat

Harrs T Reterti_ | F Mods Volurme . | Fad sl Stat S i | Accels | Dk Mada
kL

r mmlwmch[“lﬁdmbe enabled fos the pobcy and [~ Ovemde media ovwnes;
| Caléndn Rdention: Medea mutipheing:
™ | Retnee sfowed sher ey |2""*‘E"*"""d” ﬂ I 111
f: F . r ey Hawe
[ e 3] s '
T Sramtt

|
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27. Verify the results, and click the Clients tab.

Add New Policy - Backup

o
&
L=
o
=3
R
=
&
(-
(]
(5]
2

UL S AR T |
U SRR T R B
" L] Ll Ll L] .
TR O T R |
LA il TR |
i R R T |
TR IR T B e |
TR PR BT TR T ]
L R T R Y |
I SRR Y B T |
O S
A R T |
R RN T R Sl ]
UL SR B e |
LA T AT e ]

- O

New. | Oetete | Propete: |

Co ] oo | v |
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28. Click New... on the Clients tab to specify the client you want to backup.

Add Mew Policy - Backup

7] Atitnts | ) Schedues Z8 Cherts | () Backup Selectons |
Chend nawme. | Hasdvave | Operaling Syitem | Frestency | Indexing

o
|

¥ Detect operating sysbem when adding o changing a clerl.

¥ Detect cperating syshem when addng o changing a chent [Trer ] peew | e |
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30. Select NDMP, NDMP in the drop down menu, and click OK. Then, click the Backup Selections tab.

1) Attikotes | @) ‘Scheduies 8 Cherts | () Backup Selections |
Chert name | Haidware | Dipsistng Systen | Fiestiency | trdeoing |
B fidon o Y1

Client Hardware and Ogerating System

¥ Dislect operating sycdem when addig o changrg a chent Mew. | Delete | Propees |

23 BockupSeecti |
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32.

.. to start the backup.

J File Edit WYiew Actions Help

Right-click the policy that you just added and select Manual Backup.
] Policies - 2k8r2intym01 - NetBackup Administration Console i

|B-lm| &% & x| ¥

REea|lve 2% B

2kBrZinkym01

Backup: Attributes

=) 2ker2intvm01 (Master Server)
Activity Monitor
= NetBackup Management
- [£] Reports
=3 policies

& summary of al Policies

Backup: 1 Schedules

Mame

I Tupe

- Storage EE Copy Ctr+C ) Backup
& Catalog & Paste Chrl+Y

w4
0

b Host Pmpe

E Application «3 Change... Enter
B @ Media and Dev ¥ Delete Del

E| %Dewc&s ﬁNawSchm'ue o0
(Z) Drives =2 New Clisnt,..
[5 Robots (g New Backup Selection...

£ Media: &P Copy to New Policy...
Server

Jardware

DMP

{-‘ Topolo +‘§ Activate

bdatajsavings

L& Disknr #a Find...
HNOMP I ey
E Storagec—orvers

5 virtual Machine Servers
E3] @ Vault Management

[#1-E% Access Management

[#]- % Bare Metal Restore Managemenk
Logging Assistant

"““‘-ﬂ.-.._..‘.\‘-\ H‘r‘ il

33. Click OK.

Select a schedule and one or more clients to start the backup.

To start & backup For 2l chents, press OK without selecting any clients.

g Server: 2karzintvm01

Start backup of policy: Backup
Schedules: Chisnts:

Full Isilon
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71 Actireity Monitor y Adrninisiz abion Console

| Bt el it S B . -
ERCE T «-dmﬁa-vwL=J1:mi_ianﬂar{ar;.:.’--oie'-m‘.uﬂ'i.,aw
]

[Bavarnmon ; Topokeze
IR =)

Btry Mirdo Wi
R = B =
S

* o Roeage
e

Yl T LI Y Y

PalvyY B W B R|la’AFE2e TN

LY i
% : ey [mbl ; Topology
& Priok Setup. ..
[, Print Preview
& print... Chrl+f
& i Export...
W LiveLipdate
' Close tymD1: 3 Jobs (0 Queuad 0 Active 0 'Waiting for Retry 0 Suspended 0 Incomplete:
Exit r 3
B FobotE 'R 142 Bal Done
{33 Media Servers b 4 141 Bal:E Done
g?”erc‘""’ ig 140 Image ... Done 1
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36. Select File > Specify NetBackup Machines and Policy Type.

g@smwm and Folders to Back Up... b Status | W &
— Select Files and Folders to Restore »
m PM to 2f2/2016 3:05:43 PM

rl:

&5 Close Chrl+F4
Exit

0,

Im I

® All Folders

l
!
J
{
=

Name | Time Backed Up

~, A "'\,L- ,,_‘.. . 'nmh‘ -‘r"'\‘ ) M"""\. J‘.‘uﬂ- -

37. Select the Clients you want to restore to and from and click OK.

Specify NetBackup Machines and Policy Type B3

Server to use for backups and restores:
[2karzintvmor ~| Edit Server List |

(Sou'w client For restores (or virtual client For bach.nps):j Edit Client List |

Search ¥YM Clients |

client For restores:

type for restores:
[nomP =
~Date [ time range:
| 27 22015 ~| | 3:09:55em =]

From: 1
[V Oldest available

2! 2 - 3:09: =

To: | 21 22015 ~| | 3:09:55em =

IV Newest available

(o) _cons et
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38. Select the backup you want to restore (green check mark for a full backup). Select the checkbox of
the data you want to restore in the bottom left pane. Click the restore icon button in the left toolbar.

!5 Backup, Archive, and Restore - NetBackup - [Restore: Server: 2Zk8r2intvmnDl Source Client: Isilon Destinatiog

Bl e Fok Viow ke Voo b
Il select For Backup | B Sefect for Restore  ~ | (5yview Status | e

Bﬂuﬂq History : For time range 12/31/1969 4:00:00 PM to 2/2/2016 3:24:08 PM
2015

@ Feb
= @ Q
=}
A
%
L2 | al Folders Contents of 'Isilon’
EREF -} :icr) Mame | Time BackedUp |
2 Zs 71 @ifs 2jzfz0152:23:42PM
=3 lab
=71 0] omas
=1 [#] ] testdata

ﬂr“ JL""‘M—M*':’\&“ ,."L-“‘Jm-ﬂ’k*‘-
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39. Select the location you want to restore to and restore options. Click Start Restore.

Restore Marked Files E3

Gunerall
EHodemaﬂonCIﬁm’—o

+ Restore 5 original location
" Restore everything to a different location [maintaining existing structure)

Destination:

Ifileﬂabf’DMAditestdala!savings! Browse., I

" Restore individual folders and files to different locations (double-click to modify)

Source | Destination |_Time Backed Up

/its/lab/DMA4 testdata/savings/ 2/2/2015 2:23:42 PM - 2/2/2015 2.2

J] | 2
€ Create andiestore to.a new virtual hard disk file
D estination for vitual hard disk file;

I Fiopetties I

Restore Options
TE Mot sccess-contiol attibutes Windows clients only]

I | Skip werification and force rollback

I™ | Force rollback even if it destiops later snapshots
If the destination file alieady exists:

& (venyrite existing files

€ Festore the file using a terporary filename

€ Do notrestore the file

[ Override default job priority

Jib pricrity IEU 000 32

[Higher number s areater priorty)

O G ) oo | |

40. Monitor the restore progress from the Activity Monitor in the NetBackup Administration Console.

f Actiwity Mon

vl - MetBlasckup Administr
| B £t e detioos oo

iﬂ‘iﬁ:-’_'}.ﬂ il 4 J'h!ﬁﬁh!}i,"-ﬂlﬂfﬂ ﬂll‘ﬂ-ﬁaﬂ £"l'.“l.'l:_:lrﬁ‘rfl':r-r“Gil’lirﬂrlf-'lﬂ -\-.4':"
| Ehae Sntvrnil Zhardntemiol 1 Topology
4 ver)

¢

5 = z
i o= |
- Pokced g, | === . ; ¢
' ¥

A

L 4

4

&

& catsiog o)

.-!_;*Dwr&s T R >

I Crvves Jeb 1D Ta oot 5., | Bte, | Tokus| kP, | dobS.., | Qheek | Medn.,

B Ackats S 143 Restors  Acthe Ihon  Zdrd i

[H) Media Servers e T T oo i - o i
e Server Group 141 Bachp  Done 0 Bachip - Iohon  Dird.. Bl .. L. i
i m 140 baage .. Dore 1 Z220... 2z, 1

e i i B L e e N PR N U S AU s
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Setting up the DR Series system cleaner

Performing scheduled disk space reclamation operations are recommended as a method for recovering disk
space from system containers in which files were deleted as a result of deduplication.

The cleaner runs during idle time. If your workflow does not have a sufficient amount of idle time on a daily
basis, then you should consider scheduling the cleaner to force it to run during a scheduled time.

If necessary, you can perform the procedure shown in the following screenshot to force the cleaner to run.
After all of the backup jobs are set up, the DR Series system cleaner can be scheduled. The DR Series system
cleaner should run at least 40 hours per week when backups are not taking place, and generally after a
backup job has completed.

DR4000
DR4000-DKCV6S1

Help | Log out

B Dashboard
Ale

Cleaner Schedule Schedule Cleaner

System time zone: US/Central, Mon Jan 23 15:18:49 2012

Day Start Time Stop Time

Compre:
B Schedule

Mote: When no schedule is set, the cleaner will run as needed.
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6 Monitoring deduplication, compression, and performance

After backup jobs have run, the DR Series system tracks capacity, storage savings, and throughput on the DR
Series system dashboard. This information is valuable in understanding the benefits of the DR Series system.

Note: Deduplication ratios increase over time. It is not uncommon to see a 2-4x reduction (25-50% total
savings) on the initial backup. As additional full backup jobs are completed, the ratios will increase. Backup jobs
with a 12-week retention will average a 15x ratio, in most cases.

DR4000

DR4000-DKCV6E51 Help | Logout

Monitor Dedupe,
Compression &
Performance

Dashboard

usystem State: optimal u HW State: gptimal umber of Events: 312

ontainer

teplication

Capacity Storage Savings Throughput

Zoom: [fh 1d 5 im A Zoom: [ id 5 im 1w >

Physical

Savings (%) MBIz

System Configuration
Metwo

1:20 11:30 11:40

00 11:10 11:20 11:20 11:30 11:40
Time {minutes)

" Time (minutes)
Used (48.0 GB) I De-duplication I Read
Wl Free (7.76 TB) Bl Compression Write

Support

are Upgrade

System Information

System MName: DR4000-DKCVEST Total Savings: 7373%
Software Version: ... 0.98.0.33970 Mumber of Files across all Containers: ... 10902
Current Date/Time:. - Mon Jan 23 11:42:40 2012 Mumber of Containers: 4
Cleaner Status: ... ... Pending Mumber of Containers Replicated: ... 0
Capacity Before Optimization: 179GB
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A Creating Symantec NetBackup storage units for CIFS and NFS

Al Creating a storage unit for CIFS

There are two options for Symantec NetBackup to authenticate to a DR Series system through CIFS as
described below.

e Integrating Symantec NetBackup Server and the DR Series system with Active Directory
0 Ensure the AD user has appropriate ACLs to the DR Series Deduplication Appliance Container
share
0 Set the Symantec NetBackup service to run with this AD user <Domain\User>

e Ensure that the following services are run by a service or domain account that has full access to the DR
Series system container share UNC path:
0 NetBackup Client Service
0 NetBackup Remote Manager and Monitor Service
0 NetBackup Service Layer

i. To setthe password for local CIFS administrator on the DR Series system, log on to the DR
using SSH with username: Administrator, password: StOr@ge!
i. Run the following command:

authenticate --set --user administrator

Note: The CIFS administrator account is a separate account from the administrator account used to
administer the appliance. After an authentication method is chosen, set the Symantec NetBackup service
account to use the CIFS administrator account.

iii. Launch the Microsoft Services Snap-in by clicking Start > Run > Services.msc > Enter.
iv. Locate the services, right-click Properties and click the Log On tab.
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Services

L4, Services

NetBackup Client Service Name = | pescription | Status | startup Type | Logonas |
“ChNetBackup Agent Request Server Populates £... Started Automatic Local Systemn
gﬂg th;y service Sk NetBackup Audit Manager Manages M... Started Automatic Local System
SLEa kD, Sares 0k NetBackup Authentication NetBackup ... Disabled Local Syskem
Bastarttne saruics S NetBackup Authorization MetBackup . Disabled Local System
Gk NetBackup Bare Metal Restore Boot Server NetBackup . automatic Local System
Eﬁ:;{'g;";‘;::e “ChMetBackup Bare Metal Restore Master Server Manages Automatic Local Systam
NetBackup BMR MTETP Service Provides Manual Local System
NetSackup CloudStore Service Container Fri s Started Automatic Local System
“ChNetBackup Compatibility Service This servi Started Automatic Local System
C)NetBackup Dakabase Manager Managest... Starked automatic Adriristra. ..
“EhNetBackup Deduplication Engine Processes ... Disabled Local System
Lk NetBackup Deduplication Manager Manages t... Disabled Local System
‘Tl NetBackup Device Manager Starts the ... Automatic Local System
Gk NetBackup Enterprise Media Manager Keeps trac...  Started Automatic Local System
“ClhNetBackup Event Manager Createsan,..  Starbed Automatic Local Systemn
“ChNetBackup Indexing Manager Manages L. Started Automatic Local System
ChNetBackup Job Manager Starts jobs...  Starked automatic Local System
“ChNetBackup Key Management Service The NetBa. .. Automatic Local System
Gk NetBackup Legacy Client Service Listens For Started automatic Local System
ClhNetBackup Legacy Network Service Legacy Met... Starbed Automatic Local System
‘S NetBackup Policy Execution Manager Creates an,..  Started Automatic Local System
“ChNetBackup Proxy Service Executest... Manusl Local Systemn
By Manzgest Lorted ubomatic Local Svste
l..‘;?;NetElackuD Remote Manager and Monitor Service  Enables Ne..,  Started AULOMALIC ndm\nlstraﬁ
T NerBackup Request Dasmon |- ornane Tocal Systenm
ClNetBackup Resource Broker Allacatesr...  Starked automatic Local System
w&wmﬁ e Impl=rg=nt Disabled Local Sust
Cl.MetBackup Service Layer Gateway b...  Starked automatic Adrinistra. .. I
Tt NetBackup Service Monitor Tioritars B Started Atomate Local System
“CkNetBackup Storage Lifecycls Manager Manages 5...  Started Automatic Local System
“ClhNetBackup vaulk Manager Manages M., Starbed Automatic Local Systemn
“ChNetBackup Yolume Manager Actsasap,.. Started Automatic Local System
ChNetlogon Maintains &...  Starbed Automatic Local Systemn
“CliMetwork Access Protection Agent The Netwo. .. tManusl Netwark ...

MNetBackup Client Service Properties (IVANW-WZ2K8-01)

"General LogOn | Hecoveryl Dependenc:iesl

Log on as:

" Local System account
™| Allow service tojinteract with desktop

IAdminislralUr@leslad.Ucarina.lu Browse |

Password: |...............

Confirm password: I---u--u---u-

Help me confiqure user account log on optiong.

QK I Cancel Lpply

Note: Do this step only when no backups are currently running, as restarting the services causes backup jobs
to fail. Double-click on the services one at a time.

If you are using local synced accounts rather than the AD account, make sure that there is a “.\"in front of the
user name. [move this before the step — that's when the user needs this info]

v. Click OK.
vi. Restart the NetBackup services from the command line to take effect. For example:

<install dir>\Veritas\NetBackup\bin\bpdown —v —f

<install dir>\Veritas\NetBackup\bin\bpup —v —f
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A.2 Creating a storage unit for NFS

For NFS backup using Symantec NetBackup, you need to create a target folder as the NFS share directory. This
is the location to which backup objects will be written. (This is not required while adding a CIFS share.)

1. Mount the DR Series system NFS share onto the NFS share directory to which backup objects will be

written in the Symantec NetBackup environment.
2. Verify the NFS share. One way is to use the Linux command “cat /proc/mounts”. The rsize and wsize of

the connects in the command output should be 512K.
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B VTL configuration guidelines

B.1 Managing VTL protocol accounts and credentials

B.1.1 ISCSI Account Details and Management

By default, the iSCSI username is the hostname of the DR Series system and can be confirmed by reviewing the
output of the iscsi —account --user CLI command. For example:

>iscsi --show --user user : dr9-interop-a7

The default iSCSI password is StOr@geliscsi. You can modify this password in the iSCSI tab of the Clients page.
Click Edit CHAP Password and enter a new password as needed.

IMPORTANT NOTE: iSCSI CHAP passwords must be between 12 and 16 characters long

ML DR4000 administrator (Log ouf) | Help

swsys-63.ocarina.local v Clients | (" Edit CHAP Password |
Global View e
Dashboard _
Alerts Total Number of Clients: 1
Events ;
NFS CIFS RDA NDMP iSCSI DR2000v
Healih
Usage Mumber of Current ISC S Sessions active: 1
Container Stafistics
Replication Stafistics 1SCSI Current Sessions Statistics
Stora?e ﬁ;m.::iner Conminer'r‘“_ ekt &
Containers TestVTL ignf Edit CHAP Account
Replication SR 2 = = S
: WARNING: All existing iSC 8l sessions will be terminated upon submission.
Encryption o
5 \ *All fields are required.
= slaie New CHAP Password: o
prheOneS Confirm New Password:

System Configuration

Support

Cancel Submit

Copyright @ 2011 - 20114 Dell Inc. All rights reserved.

Alternatively, you can also use the iscsi--setpassword CLI command to change the iSCSI CHAP password as
shown in the following example:

> iscsi --setpassword

WARNING: All existing 1SCSI sessions will be terminated!
Do you want to continue? (yes/no) [n]?

Enter new CHAP password : ##HHHHH#HH{HH

Re-type CHAP password :#H##H#HHH##H#HH
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B.1.2 NDMP account details and management

The default username for the NDMP service is "ndmp_user.” This can be confirmed on the NDMP tab of the
Clients page in the DR Series system GUI.

mL DR4000 administrator (Log out) | Help

dr@-interop-a7.ocarina.local

Clients (Eat passwora)

Global View

2

Dashboard

Alerts Total Number of Clients: 0

Events

Health NFS CIF8 RDA NDMP ISCSI DR2000v

Js

Usage Number of Current NDMP Sessions in active: 0

Container Statisti

Replication Statistics NDMP Current Sessions Statistics

Storage D Duration State  Source Target Throughput Transfer Size DMA

Containers

Replication NDMP Completed Sessions Statistics

Encrvnfion,

D Duration State Source Target Avg. Throughput Transfer Size DMA

SCNEauiEs 7 1
B System Configuration e

Networking Edit P; rd
It Passwo

Active Directory
Local Workgroup Users
Email Alerts

Admin Contact Info
Password New password:

All fields sre requirad.

Client Type: NDMP
User name: backup_user

Email Relay Host Confirm password:

Date and Time
Support Cancel Change Password

Diagnostics

Software Unorade *, > N J - , - -

You can also use the CLI command ndmp —show as shown in the following example.

> ndmp --show
NDMP User: ndmp_user

NDMP Port: 10000

The default password is StOr@ge! It can be modified by running the ndmp —setpassword
command:

> ndmp --setpassword
Enter new NDMP password :#####HH#HiH
Re-type NDMP password: #####Hit

NDMP password successfully updated.
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B.2

B.2.1

B.2.2
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VTL default account summary table

Service Account Default Credentials CLI Modifier
NDMP ndmp_user StOr@ge! ndmp --setpassword
iSCSI <Appliance Hostname> StOr@geliscsi iscsi--setpassword

Managing VTL media and space use

General performance guidelines for DMA configuration

The DR Series system version 3.2 (and later) provides inline VTL deduplication, compression, and encryption
at rest. Backup Applications (such as Dell NetVault, Symantec BackupExec, Symantec NetBackup, etc) should
be configured so that any multiplexing, pre-compression, software side deduplication or encryption is
disabled. Enabling any of these features may adversely affect the space savings and ingest performance of
the DR Series Appliance VTL feature.

Slots and media should be configured so as to accommodate the environment backup requirements. Initially
the logical capacity of a VTL should be no more than twice the physical size of the DR Series Appliance. If the
initial VTL setup is oversubscribed at a higher than a 2-1 ratio without proper planning the DR Series
Appliance could fill up prematurely and cause unexpected system outage. It is highly advisable to configure
the DR Series Appliance VTL such that the media count be made to accommodate the customer’s initial
logical data protection requirements and then media be added as the deduplication statistics become
available to ascertain growth, media and space requirements.

Media Type selection will depend on a number of factors including the DMA used, the backup cycles and
data sources to name a few. As a general rule using smaller tapes is better than using larger tapes so as to
allow for a higher level of control over space usage by backup operations. This also allows for easier handling
in the event of a system running out of physical space as well as the normal data cleanup procedures.

Adding media to an existing DR Series Appliance VTL is painless and should be leveraged to incrementally
add media as needed. Although this may require a higher level of involvement in managing the media usage
it will result in better performance and avoid unplanned outages.

Physical DR space sizing and planning

Various factors such as total data footprint, change rate, backup frequency and data lifecycle policies will
dictate how much physical space will be needed to accommodate the Virtual Tape Libraries within a DR
environment. In addition if other container types are hosted these two must be factored into space
requirement calculations. As a general rule the following can be used as a reference to determine the basic
capacity needed for a given virtual tape library container:

1. Determine existing data set
2. Determine the change rate (Differential)
3. Determine the retention period
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4. Calculate the data footprint during the retention period for existing data sets based on a 10-1
deduplication ratio

5. Calculate the data footprint during the retention period for change rate data sets based on a 10-1
deduplication ratio

6. Calculate the ratios within the retention period for each of the data sets

7. Determine the lowest ratio data set to be retired within the retention period and create media of size
that closest matches this data footprint so that when a retention period is met the most amount of
media is recycled to invoke data reclamation alignment and optimizing media consumption.

IMPORTANT: If other containers are being configured to host CIFS/ NFS / RDA or OST, these must also be
factored into the planning and management of space.

Logical VTL geometry and media sizing

The logical size of the VTL including media size and media count should be made such so as to
accommodate the existing data footprint targeted for protection. The calculation for such should include the
initial footprint, change rate and retention period. It should also take in account the size of both full and
incremental data sets. Using the smallest iteration of the data sets to dictate the logical size of the VTL media
affords users the ability to retire media in smaller increments which results in high levels of use and also
provides the users the ability to conduct operations across smaller objects which results in higher levels of
flexibility such as when a restore is needed during backup operations.

We can review a typical full weekly plus incremental daily example to demonstrate one method of
conducting this calculation. In our example the total logical foot print for the customer environment is 20TB
and with a 10% change within a weekly recovery point objective period for a complete weeks’ worth of
protection we calculate that we will require 22TB of total logical media to retain the data footprint for the
given environment for one week. In order to allow for disparities we also include a 10% increase to allow for
flexibility in the deployment and use of the VTL which results in a 24.2TB total virtual media requirement for a
single weekly retention period.

Important Note: Media can always be added as needed. Media cannot, however, be deleted, so care must
be taken to avoid creating too many media items.

In the previous example, at the end of the 5-week cycle the 1% week retires and frees up media to be reused
or recycled, which once processed will allow the DR Series system to reclaim the physical space associated
with the virtual media. Since the smallest data set footprint resulting from the change rate is 2TB in each
incremental iteration, we create our media at 800GB increments and add as we grow. For this example, the
initial VTL would be created with 152 (12178 divided by 800GB) pieces of media at 800GB for each piece
media.
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20TB Total initial footprint with a 10% change rate

1

Total

B.2.4  Media retention and grouping

24.2TB

24.2TB

24.2TB

24.2TB

24.2TB

121TB

20TB 2TB
20TB 2TB
20TB 2TB
20TB 2TB
20TB 2TB

Due to the nature of VTL, media must be managed to insure that physical capacity is reclaimed in an orderly
fashion to avoid running out of space and disrupting operations. Media must be grouped within the data
management application, in a way that full data sets are targeted to separate media as incremental data; and,
they, in turn, are grouped by data sets that expire within the same period or that share the same recovery
point objective. This insures that media can be reused effectively so that when full all incremental data expire
the logical space can be reconciled thus enabling the physical space to be reclaimed.

B.2.5 VTL media count guid

elines

LTO-4 | 800GiB 2000
LTO-3 | 400GiB 4000
LTO-2 | 200GiB 8000
LTO-1 | 100Gib 10000
LTO-1 50Gib 10000
LTO-1 10GiB 10000
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B.2.6  Adding media to a VTL container

To add media to an existing VTL container, navigate to the Containers menu in the DR Series system GUI.
Select and edit the target VTL container. In the resulting dialog box, in the Add More Tape (no of Tape) field,
enter the number of tapes to add to the VTL container.

Numer of Containess: & Container Path: icontainars

Containers Files Markes Type  Access Prolocel Lnadied Hephication St
bt 0 Ao NFE, GIFS Mot Contgured
Inbvmis_name kL Uni Dumg: VTL NOME Biod Confgured

IntvniSeses etworker VILISCS

Natworkar VTL ISCH Not Configured

ol Confgured

et Contamer: TEST_VIL_LALA

Jtual Tape Livtary
18 DEM
Tape Sz ¥ 20008 an0cE 20008
10038 s0GE 1068
Aewss PrOWcol. (% KDMP L] Na Access
FOON or
Access Controt  TOEZFMTES
Q:m Mort Tage (na. of tape] )
Markes Type: ) s Do
® oo
‘Copmiht © 2011 - 2014 el inc. A4 righ
\_ Cancel Meat = J

Alternatively, you may also use the “vtl —create_carts” CLI command. For example:

> vtl --create_carts --name TEST_VTL_LALA --tapes 10
Created 10 cartridges

B.2.7  Updating NetBackup to identify newly added VTL media

After VTL media has been added to a target VTL container, NetBackup must be updated to use the newly
created media.

1. Select the robot of the VTL and perform an inventory update (as when you added the VTL initially).

FJMedia - ZKBRZINTYM25 - NetBackup Administration Console

J Fle Edit “iew Actions Help

|8-E &% ax|sm@a|lve s 2|eus+f
ZKERZINTVMEZS 1 Robot(s) N
- Folicies "+ [ Robt hame
& summary of al Policies
a Backup
G k-test
a backups iew
(=] Starage Columns
-8 Catalog :a: Sart...
-4l Host Properties Eind

=-[F] Applications

[—]@ Wedia and Device Management
@ Device Monitor

=B Media

E"qﬂ ‘Yolume Pools

Settings

- ‘olume Groups
¢ Robots
S srandalane

=] E Devices
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2. Select the options, Update Volume Configuration and Preview Changes, and then click Start.

E 2k8r2intvm01 - Robot Inventory [ x]
~Inventory operation
Device Host:
€ Show contents
|2karzintvmot j)‘
" Compare contents with volume configuration

(+ Update volume configuration

changes
I Empty media access port prior to update:

TLD(D) - 2kBr2inkvm01 j)

~Results

3. Verify that the media is found, and click Yes.

—Select robot r—Inventory operation
[Dizifee o 7 Show contents
| 2ker 2inkvmzs =]
' Compare contents with wolume configuration
Robat:
ITLD(D) - PkErZintym2s j % Update volume configuration
Advanced Options, .. |
¥ | Preview changes
™| Empty media access port prior o update
Shark Stop
—Results

Generating list of recommended changes ..

ﬁo_posed Change(z] to Update the Yalume Configuration

Logically add new media L1600 [barcode JLCLTB00B] to robot ot 11.
Logically add new media L1600C [barcode JLCL1B00C] to robat =lat 12,
Logically add new media L16000 [barcode JLCLTB00D] to robat glot 13,
Logically add new media L1600E [barcode JLCL1B00E] to robat =lat 14,
Logically add new media L1600F [barcode JLCL1E00F] to robot slat 15.
Update volume configuration?

N\

-
Kl »
3 . T
Update volume configuration? | Yes Mo Clear Resulks

Close | Help |
4
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4. Verify that the media is added and click Close.

E 2k8rZintym25 - Robot Inventory
—Select robot —Inventary operation
(DR (S " shaw conkerts
| 2karzintymzs =]
" Compare conkents with volume configuration
Robat:

ITLD(D) - 2kBrZintvm25 j % Lpdate volume configuration

Advanced Options... |

¥ Preview changes

[~ Empty media access part prior to update

Start Stop
—Resulks
Logically add new media L1E00F [barcode JLCLTE00F] to rabot slot 15. ;I

Update volume configuration’?

¥
Updating wolume configuration ...

ch_essing new media added to the robotic library by logically
adding media with new media 1Dz as follows...

Media ID Slat
116008 BB
L1600C 12
L1600D 13

L1E0CE 14

\ L1600F 15

Wolume configuration successfully updated.

Clear Results

¢ Close 1 Help

-

Space reclamation guidelines
General Guidelines

The DR Series system version 3.2 VTL feature is presented to operating systems and data management
applications alike as devices either through iSCSI or NDMP protocol connectivity. The DMA interfaces with the
virtual tape library and all its underlying components including the drives and media though these specific
protocols.

The DMA must interact with the virtual tape media during a recycle, reuse or media initialization process in
order for the DR to be able to reclaim space during its own cleaning cycle.

This two-step process is required so that the backup software can reconcile the space by marking the media
as expired then reusing it, consolidating space across volumes/tapes or by simply recycling the media into a
scratch pool. Once these operations have been completed the DRs own cleaning cycle should be used to
reclaim that virtual tape media space which in turn will free up physical space on the DR unit.

Implementing proper media pool, groups and recycling practices will allow the virtual tape media to be used
at optimal levels and that the underlying physical space be reclaimed accordingly by the scheduled DR
reclamation.
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Note: In general the guidelines provided above should be sufficient for normal operations to insure proper
reclamation of space is conducted preemptively. Refer your individual DMA applications for best practices
and guidelines regarding tape reuse.

Product Specific Guidelines

In the event that space becomes an issue or a user impact requires manual cleaning, media can either be
manually Erased, Blanked, Scratched or otherwise recycled and a manual cleaning cycle initiated on the DR
Series system.

For NetBackup the following steps can be used when a situation dictates that space must be reclaimed
manually.

1. Identify the DR Series system VTL tapes that have been written to via the NetBackup Administrative

Console. Note down the Media IDs of the tapes that you want to erase and reclaim their storage on

the DR. Be sure to only note the tapes you are assured can be erased.

Important: This will permanently delete / destroy the data on these virtual volumes.

EJMedia - 2k8r2intvm01 - NetBackup Administration Console

File Edit View Actions Help

B-EE|xax|s2a|ve|=2 B e

@+ @ BB s mmm &8 1

Reports B viR0D3  QKBWIROOS  HCART o 0 2karzintvmt & 000_00000_... MetBackup o - NetBackup
Palicles B viR0D7  QKEWIROO?  HCART (] 0 zkArzintvmil 7 000_00000_... MetBackup o - NetBackup
&y Summary of all Policies B viR0s  QKEWIRDDG  HOART o 0 ZkArZintvmol & 000_00000_,.. NetBackup 0 - NetBackup
]__El?m:'g:w” B VIR00S  QREVIRDOS  HCART i 0 ZkErzintvmol S 000_00000_... NetBadkup o - NetBackup
(=] Storage Units B viR004 QKEYIRO04  HCART o 0 2kBrzintvm0l 4 000_00000_... MetBackup 1} - WetBackup
5 % Scorage Unit Groups B v1R003  QKBWIRODS _ HCART i 0_zkBrzinkymit 3 000_00000_.. NetBackp 1 - HetBackup
@ fasz70barp B virooz QKBY1RODZ HCART o 0 ZkSrZintvm01 2 000_00000_,,, MetBackup 1 4/12/2015 3:36:36 PM - NetBackup

B v1ro01 QKBYIROOL HCART o 0 ZkBrzintwmil 1 000_00000_,,, MetBackup 1 - NetBackup

{58 storage Lifecycle Polides
€Dy S Windaws

&3 Catalog
7-5al Host Properties
[ Applications
Media and Device Management
23] Device Monitor
-l Media
- By Yolume Pocls

ZkBrZintvm01 [10 volumets) in Valume ool HetBackun

=] 2kerzintvm1 (Master Server) | [Medialn [ Barcode [ Media Type | Robot Type | Robok hum... | Robot Cont... | Slot. [ olume Group [ Wolume Pool | Mounts [ Time Assigned [ Application | Cleanings ... |
Activity Manitar B viRo0s  QKEWIRDDA  HCART i) 0 ZkarZintvm1 10 000_00000_... NetBackup [ - NetBackup -

E letBackup Management B viRo0S  QKBWIRODS  HCART o 0 ZkSrzintwm01 9 000_00000_... MetBackup o - NetBackup

2. Run the following script with the media IDs to enable the tapes to be relabeled and erased.
set label="<media 1D>"
"C:\Program Files\Veritas\NetBackup\bin\admincmd\bpmedialist.exe™ -m %label%
"C:\Program Files\Veritas\NetBackup\bin\admincmd\bpexpdate.exe™ -m %label% -d O

"C:\Program Files\Veritas\Volmgr\bin\vmquery.exe" -m %label%
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3. The tapes may now be re-labeled, which will clear the data from the tapes.

FMedia - Zk8r2intym1 - NetBackup Administration Console

J File Edit Wiew Actions Help

Jﬁ‘*’@@j@-mm@)

Bl vironz

= 5 Storage Unit Groups

A Fasz70bgrp - 'éﬁ e,
. ” B viro01 -
{38 Storage Lifecycle Policies = Change...
3 5P windaws 4 Move
[ P4 Delete

Ins

Enker

Del

-5

EI--@ Media and Device Management
i) Device Maritor
-l Media

E% Yolume Pools
- Hone f

& Long Erase. ..

& Change volume Group...

& Change Media Owner

@ RescanflUpdate Barcodes
Eject Yolume From Robot. ..

MetBackup
[rakaStore

=0 Quick Erase...
CatalogBackup QUEERS

4. Click OK in the Label dialog box.

Label Ed

Please enter a media server ko handle the request., The media server would
be a host connected to a drive of the appropriate density.,

Media Server:

v verify media label before performing operation

Fa

. Ok Cancel | Help |

5. Click OK in the warning dialog box.

MetBackup Administration Console

WARMING: This action is irreversible and any daka will be
l L permanently lost
from this media and no longer available for restore or import,

Click QK to continue with this operation,

coes |
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2kEr2inkym0l 10 Yalumeis) in Volume Pool NetBackup
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6. Click OK in this message dialog box.
MetBackup Administration Console |

4B The operation has started.
'-. | Use Activicy Monitor bo view progress,

If the media server is nat in the MNetBackup
configuration currently being administered,
the job may not appear in the Activity Monitor,

7. Monitor the progress of the media labeling from the Activity Monitor.

J Fle Edit Wew Actions Help

EREEIE T

AN ANE R

[Aa8hZ2eB8 s l0d Pl % D

2kSr2inkwmOL Zkarzintvm01 | Topology

=] 2kerzintvm01 (Master Server) N

B Activity Maritor I 2
=] g MetBackup Management —Im
g reons - el I
=} Palicies
& Summary of all Policies = .
== Starage Zkgrzinkvmol

@ backups 10.6.230,17

=] Storage Units TLD (0)

(= Storags Unit Groups
E @ fasz7obgrp

|zl Storage Lifecycle Policies
€13 SLP Windows
B3 Catalog

d Host Properties 2krzintym0l1: 12 Jobs (0 Queued O Active 0O Waiting for Retry 0 Suspended O Incomplste 12 Done)

pplications Job 1D | Type [ 2ob State | state Details | Status [ JobP... | JobS... | Client | Media... | Stark Time [ stora.. [EndT... [ attem;

U@ edia and Device Management b.4 295 Media Label Done [ 2harzi... 4fL2{2015 4:36:47 PM 412{2...
... -5 Device Manitar 294 Backy Dope ba full 10,0:2. 00, KB 4122015 33634 P 2hErEi, _ 4/12/2...

8. Once the reconciliation process has completed on the NetBackup software, from the DR Series
system, initiate a cleaning cycle either via the GUI or via the command line. For example:
> maintenance --filesystem --reclaim_space
Successftully started cleaner.

9. Ensure the space has been reclaimed via the GUI or via the command line. (The Cleaner Status
should transition from Running to Pending at which time the statistics should change to reflect the
reclaimed space.) For example:
> stats --system

Capacity Used : 22.0 GiB
Capacity Used in GB > 23.666
Capacity Free : 7970.4 GiB
Capacity Free in GB : 8558.199
Read Throughput : 0.00 MiB/s
Write Throughput : 0.00 MiB/s
Current Files : 66

Current Bytes = 33595753405
Post Dedupe Bytes : 24926224990
Post Compression Bytes : 22734553886
Post Encryption Bytes 0

Post Encryption Bytes in GiB : 0.0 GiB
Compression Status - Done
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